BBXRT Calibration Update - test18

Kimberly Weaver

June 1, 1992

1 Quick Summary

The BBXRT response matrix has now been adjusted to a best estimate (effective area, partial
charge) for all pixels and the latest on-axis versions are available in /xanadu/spectral/bbxrt. You
can create your own matrix using bbzrirsp and the probability matrices quadproba0...b4. The
test18 effective area curve was generated by modifying the mirror effective area curve (Figure 1)
using XSPEC to fit the Crab for various detector absorption parameters. A0, B0 and the outer A
pixels (A1,A2,A3) are reliable down to their lowest useable energies, determined by the detector
noise threshold set in the electronics. However, because of the large correction and uncertainty in
modeling the partial charge, the outer B pixels are reliable only down to about 0.5-0.7 keV. Table
1 lists the lowest available channels and the lowest reliable channels for all pixels along with their
corresponding energies.

Figures 2a and 2b show the test18 on-axis, total effective area curves for A0 and B0. A comparison
of the total (normalized) test18 effective area to the test16 effective area for A0 is given in Figure
3a. An enlargement between .4-.9 keV is shown in Figure 3b. This illustrates the difference between
including oxygen (test16) versus Au N edges (test18). An enlargement around the aluminum, silicon
and gold M edges is shown in Figure 3c. The test18 response matrix includes more aluminum and
less silicon than test16. Figure 3d illustrates the addition of a nickel edge (Energy=8.3 keV) to the
matrix.

At the present time, no residuals exist over 10% in A0 or BO. Plots of the residuals to the Crab
are shown in Figure 4 which illustrates the best fit for an on-axis Crab observation (580 cnts/sec
in AQ; time 3.0569-3.068) that was used to adjust the effective areas for test18. Figures 4a and 4b
show the ratio of the data to the best fit powerlaw (I' = 2.1, Ng = 0.3 x 1022) for A0 and B0. [For
comparison, and to point out our progress, Figure 4c shows the same ratio for A0 to a fit with the



test16 matrix.] It can be seen that there are 10% residuals remaining at 0.41 keV. Fitting with a
narrow gaussian (E=0.41 keV) gives an EQW < 140 eV in A0 and < 220 eV in B0. Also there are
10% negative narrow residuals at 0.52 keV (slightly lower energy than an oxygen edge - 0.53 keV).
Fitting with a notch (width 0.03) gives a covering fraction of < 0.4 for A0 and < 0.65 for BO.

However, splitting the Crab data into two files (which happen to be night(3.057-3.062) and day
(3.062-3.068)) there is an indication that these low energy residuals change with time (Figure 5).
In AO, they are present in the day data but disappear in the night data (Figures 5a,5b). For BO,
the residuals are absent in the background subtracted daytime data but present in the night data
(Figures 5c,d). So far I have investigated the guard rate, LED rate, earth angle and background
subtraction as a source of the appearance and disappearance of the residuals. I believe the problem
may not be with the effective area calibration, but that the low energy gain/resolution has changed
for some reason. An alternative explanation would be that a source of soft photons was partially in
our field of view during this Crab observation. To better illustrate the observed residuals, Figure 6
shows the .3-3 keV ratio of the unbinned data to the model for all four sets of data.

Other residuals include a 5% narrow feature at 1.38 keV (EQW < 10 eV) in both A0 and BO (see
Figures 4a,4b). There are also 5% residuals around aluminum and silicon and just above the silicon

edge. A small "bump” still exists (< 5%) around 7.5 keV in both central pixels while the high
energy tail in BO has still not been completely removed (10% above 10keV - see Figure 4b).

Table 1: BBXRT lowest energy Effective Area reliability

detector | low pha | Energy | low reliable | Energy
channel | (keV) channel (keV)
A0 16 0.29 16 0.29
Al 26 0.41 26 0.41
A2 26 0.42 26 0.42
A3 27 0.44 27 0.44
A4 25 0.41 28 0.46
B0 17 0.30 17 0.30
B1 27 0.42 39 0.60
B2 28 0.43 34 0.52
B3 28 0.45 34 0.54
B4 29 0.44 45 0.69




2 Description of procedure for effective area modification

It was the idea of the calibration committee to make the effective area adjustments separable and
easy to reproduce by allowing modification of the detector absorptions without fudging the mirror
effective area. Keeping in line with this idea, the response generating program had already been
split into two - one which contained the gain, resolution, partial charge (i.e. everything having to
do with redistributing the energy of the incoming photon) which is called bbzrtmat and produces
the probability matrices quadprob... The second program bbzrirsp reads in the mirror effective area,
modifies it (including vignetting, detector effects, etc) and then multiplies this with the probability
matrix.

Initially, P. Serlemitsos generated a a total mirror effective area curve (Figure 1) for a mirror gold
density (p) of 0.87. This value had been arrived at by fitting the Crab with an early response
matrix that did NOT include nickel, and adjusting p to give the ”correct” Crab slope (I' = 2.09). A
model called detabs was included in XSPEC which allowed the fitting of various detector absorptions
(parylene,0,Al,Si,Au,Ni). The specification values (supplied by Peter and listed in Table 2, line 1)
were tried and did not give a very good fit to the Crab (Figure 7), so they were allowed to vary.
However, fitting the on-axis Crab data when including nickel gave a a slope that was too steep.
Peter then created a file which is read by bbzrirsp and multiplies the areas to effectively change the
mirror gold density from 0.87 to 0.84 (Figure 8). This works to flatten the Crab slope to I' = 2.1.
The effect of varying p is illustrated in Figure 9.

The next step was to adjust the areas to reduce the high energy tail (see Figure 4c) which had not
been removed by adding nickel (i.e. our effective area was still underpredicted at > 6 keV). The
2-10 keV Crab data was fit using a matrix including nickel (I' = 2.09, Ng = 0.3 x 102) and the
ratio of the data to the model was extracted for A0 and B0 separately and fit in QDP with a linear
curve. This resulted in two correction files which are read in by bbzrtrsp and multiply the effective
area. This correction is illustrated in Figure 10. The result is a slope of 2.11 to the Crab (2-10
keV) with the high energy excess essentially removed for on-axis sources. In addition, although the
nickel edge has been removed in A0 (Figure 11a), it is a larger effect in BO (Figure 11b) and needs
to be more accurately measured.

To improve the low energy effective area reliability, the first thing necessary to determine is whether
a dust halo should be included in fitting the Crab. If we are seeing the effects of dust, then because
of our spatial resolution and the extent of the Crab, when the source is centered in A0, we should see
a lower column density in the outer pixels. This is because low energy photons are being scattered
into a halo (i.e. the source is larger at softer energies) and we see correspondingly more soft photons
in the outer pixels. Similarly, when the Crab is off-axis, we should see a lower Ny in A0 relative to
the on-axis A0Q column. Figure 12 shows the ratio of the data to the model in the latter case. We
are seeing about the same column in A0 as when the source is centered. Also, a fit to the summed



outer A pixel data (when the Crab is centered) gives Ny = 0.3 x 10?2 (Figure 13). In addition,
when one includes the dust model in A0, the fit is not statistically improved if the column is allowed
to vary because adding dust merely mimics adding Ny (i.e. the measured column decreases). Since
there is no strong evidence for a difference between pixels due to the dust, it is left out for the sake
of simplicity. However, Figure 13 shows that the Crab spectrum is not well described by a single
powerlaw in the outer pixels when the source is on-axis.

The test16 effective areas did contain oxygen which was added to help match the Crab at low
energies but was not really expected since we didn’t have much oxygen in the detector. From ground
calibration measurements it is observed that the anomolous low energy absorption on detector B
is probably due to gold instead of ice. Also, keeping oxygen in the matrix left some odd residuals
around 0.6 and 0.8 keV which were finally removed by adding edges at 0.546, 0.643, and 0.762 due
to Au N edge features (which had not been included in test16).

The largest uncertainties still present in the low energy effective areas are in the outer B pixels which
have a larger partial charge (defined as the low energy tail to the response to a monoenergetic photon
- due to charge being lost in the dead layer of the detector). I have not tried to remove the < 0.6
keV excess seen in the Crab data in the outer B pixels (Figure 14) because to do it with our step
function partial charge model requires too much step (for a complete description of the current
partial charge model see section 5 in Notes on Pre-launch Calibration - May 1990, prepared by the
Calibration team). It seems clear from the outer B pixel data that our model for the shape of the
partial charge is not right and needs to be further investigated using NIST data.

In order to adjust the area of the outer B pixels, I included the highest value for the step partial
charge which did not give too much p.c. for the airglow lines. I then adjusted the silicon and
parylene to give the same fit to a given Calibration source as I obtained in the corresponding A
pixel. The cross-calibration sources used were: the Crab, Cyg X-1, Cyg X-2, PKS2155, capella,
airglow data, and Perseus (as a flat- field). For test18, I was able to obtain consistency between
all pairs of pixels for each target in those respective pairs. I was also able to obtain consistency
between the A0/BO and outer pixels for all pairs of on/off-axis observations of all targets except
Cyg X-2. I believe this is due to something fundamentally different about the source spectrum
between two different observations.

3 Changes made between test16 and test18:

(1) Only matrices with quadratic gain are available.

(2) A nickel edge has been included with 0.1 covering of nickel and a 50,000 Angstrom column
(specification value).



(3) The step partial charge constant term has been reduced in pixels A0,A1,A2,A3 and increased
in pixels A4,B0,B2,B3,B4. The values are listed in Table 2, column 2. The percentage change
from the test16 partial charge value is given in column 3.

(4) Detector absorption values have been modified to match as closely as possible the test16 effective
area in A0 and the low energy absorption seen in the B detector (Table 2).

Table 2: Detector values (absorption units in Angstroms) are as follows:

detector p- c. p. c. change | Parylene | Aluminum | Silicon | Goldl | Gold2
CBHS

spec 4000 1500 900 200
A0 3.40E-05 -15% 8150 1625 -100 126 0.0
Al 3.40E-05 -40% 8150 1625 -100 126 0.0
A2 3.40E-05 -40% 8150 1625 -100 126 0.0
A3 3.40E-05 -40% 8150 1625 -100 126 0.0
A4 7.50E-05 +25% 8150 1625 -100 126 0.0
BO 4.40E-05 +10% 11000 1900 | -1000 212 | 44944
B1 6.00E-05 0 % 4400 1900 | -2650 212 | 44944
B2 9.00E-05 +50% 5500 1900 | -2000 212 | 44944
B3 9.00E-05 +50% 11000 1900 | -3200 212 | 44944
B4 7.00E-05 +15% 8250 1900 | -3300 212 | 44944

Notice the A pixels are consistent, in that the detabs values are the same for all A pixels. The
differences between A and B are mostly in the amount of silicon and gold wanted. B wanted partial

covering gold described by:
abs = Goldl x z — Gold2 x 2*

where Gold1 is the number of clumps times thickness, Gold2is the number of clumps times thickness
squared, and zis defined as the energy dependent absorption cross-section.

The amount of silicon included in the test16 matrix is claimed to be 900 angstroms for the detector
as well as some contribution to the edge from the partial charge model. In addition, it is assumed
that we know the amount of silicon to the Crab. Simply fitting the Crab using test16 and the detabs
model immediately requires the removal of 600 Angstroms of silicon in A0, so there is obviously too
much silicon in the test16 matrix. However, since we don’t know what the cause of the apparent
excess silicon is, the fact that the Crab appears to want negative silicon (test18) is physically
meaningless and implies we don’t understand one or more of the following: the effects of the partial
charge around the silicon edge, the thickness of the silicon layer in the detector or the silicon column
to the Crab. The value of the detabs silicon parameter simply serves as a variable which allows
improvement of the fit to the Crab. This also affects the best fit parylene value causing it to be too
high due to the fact that it is compensating for the silicon at low energies.
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(5) Normalization correction - The default area in test16 was the area for two central pixels cor-
rected for the point spread function. Now the effective area is for one telescope only.

(6) To remove low energy residuals in the Crab and Cyg X-2, edges corresponding to Au N at
energies 0.546, 0.643, and 0.762 keV have been added to the matrix. This eliminates the
need for mysterious excess oxygen on the detector. The absorption depths of the edges are as
follows: 0.3, 0.18, and 0.12 respectively for A with 0.66, 0.12, and 0.16 for the B detector.

(8) The gold M edge (2.2keV) has been moved up two channels (32 eV) in the B mirror effective
area curve to match the data. This is a little more than one would expect, but it is not
unreasonable that the B edge energy would differ from that seen in A. In fact, experiments to
study x-ray absorption fine structure allow the main edge energy to be a free parameter (Lee
et al. 1981). There is an intrinsic uncertainty in determining the threshold energy of the edge
due to variations in the density of states near the Fermi energy causing structure within +10
eV of E,. Also chemical bonding effects can shift the apparent edge towards higher energies
by up to 15 eV (Agarwal 1991, Lee et al. 1981).

(9) The high energy excess of photons in the Crab has been corrected by multplying the mirror
effective areas by a relation of the form R = m x E + b above 0.52 keV (Figure 9), where m is
0.0429 and 0.055 for A and B respectively, and b is 0.772 and 0.708 for A and B. One possible
reason for high energy flattening in the Crab spectrum is that we are seeing the contribution
from the pulsar.

(10) The slope for the Crab became too steep after adding nickel. This was corrected by multiplying
the areas by a correction as a function of energy to change p from 0.87 to 0.84. In A0, the
present fit to the Crab (2-10 keV) is Ng = 0.3 x 102>, I' = 2.1. The file used to change the
density is called corrcoeffa0 and this was smoothed out around the Gold M edge.

4 remaining systematic problems:

o The nickel edge has not been measured (will be done at NIST), only the nominal values are
included at the present time (F. Marshall). More accurate measurements should improve the
B pixel which has a larger edge.

® There is an indication that the low energy detector gain/resolution may change with time and/or
count rate (see Figure 5). This is presently under investigation.

o There is some disagreement in the literature on the "correct” or measured value of Ny to the
Crab. With the Einstein SSS, the Ny was assumed to be 0.35 x 10?2 without including dust
scattering (Nick White, private comm). The Wisconsin rocket flight measured a value of 0.27
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(Burrows 1982), while the FPCS measured an Ny of 0.35 X 10%? including a scattering halo
(Schattenberg and Canizares, 1986). We have been fitting a value of 0.3 — 0.31 for the Crab
(without dust) going back to version test10 of the response. The dust halo is not required
by our data, but if it is included at measured ROSAT values, the observed Ny decreases to
0.27 x 10%2.

o There are positive residuals in the Crab data at 1.38 keV. This appears to be a problem associated
with a non-understanding of the matrix rather than a possible feature in the Crab. This is at
worst a 10% residual (less than 10 eV EQW). See Figure 4a,b.

The issue of the shape of the low energy tail to the response to a monoenergetic photon (the
partial charge), as well as the effects around the silicon edge have been dropped for now
pending analysis of new calibration data from NIST. A full understanding of the partial
charge is needed to utilize the low energy outer B pixel data.

The slope of off-axis sources seems to be too steep with our vignetting corrections. This may
in part be due to the fact that the vignetting has been calculated using p=0.87 (the mirror
density in test16) instead of 0.84 (test18 density).

The significance of the high energy tail and the residuals around the Gold edge become worse
as the source moves off-axis. This is illustrated in Figure 14 using a 4 arcminute off-axis
observation of the Crab in pixel B3. Indications are that we are not correctly predicting the
vignetting corrections. However, we may never be able to fully account for this since we don’t
have enough high-count rate sources to model the behavior as a function of off-axis angle.

The gain is still off by about a channel in B3 and B4 at 0.5 keV.

e There remains an overall broad shape to the low level residuals to the Crab - decreasing from 2-4
keV and then increasing again. This is best illustrated in Figures 4a and 4b.
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6 Figure Captions

Figure 1. Total BBXRT Mirror effective area curve (supplied by Peter Serlemitsos).
Figure 2. Total on-axis mirror + detector effecitive area curve. a) For pixel A0. b) For pixel BO.

Figure 3. Comparison of test18 effective area to test16 effective area for channels 17-512. Test18
(solid line) is re-normalized to the test16 area (i.e. area for two telescopes). a) Total effective
area. b) Enlargement around gold N edges to illustrate the difference between having gold
and oxygen in the matrix. c) Enlargement around aluminum, silicon and gold M edges. d)
Enlargement around the nickel edge.

Figure 4. Ratio of the data to a power law model fit to the Crab on-axis data using test18. This
data file contains both daytime and nighttime data. a) For Pixel A0. b) Pixel BO - notice the
high energy tail has not been completely removed. c¢) Fit to the same data using test16.

Figure 5. Plots of data and model plus residuals to the on-axis Crab data using test18. The model
parameters are best fit values. a) A0 pixel, night data (Ng = 0.304 x 10*2, I' = 2.1). b) A0
pixel, day data (Ng = 0.306 x 10*2, T = 2.1). c) BO pixel, night data (Ng = 0.31 x 10%,
I' = 2.1). d) BO pixel, day data (Ng = 0.308 x 10?2, T' = 2.1).

Figure 6. Ratio of the 0.3-3 keV Crab data to the model for fits in Figure 5. The data are
unbinned.

Figure 7. Powerlaw fit to the Crab using the Mirror effective area and the specification detector
absorption values (Table 1, line 1). This was an attempt to use XSPEC to mimic the test16
response matrix.



Figure 8. Mirror density correction vs. energy applied to the areas to change the mirror gold
density from 0.87 to 0.84. The curve was produced by dividing the mirror effective area curve
generated having p = 0.84 by the effective area curve having p = 0.87.

Figure 9. Illustration of the effects of changing the Mirror gold density parameter on the mirror
effective area curve. Generated using Rob Petre’s ray tracing program.

Figure 10. High energy excess correction file which is a fit to the ratio of the > 5.2 keV data to
the model for the Crab (2-10 keV) fit with a powerlaw. This multiplies the effective areas.

Figure 11. Present high energy residuals for the Crab fit to a powerlaw. a) pixel A0. b) pixel BO.

Figure 12. Ratio of the data to the model for the off-axis Crab observation in pixel A0, fit using
the test18 response matrix.

Figure 13. Ratio of the data to the model for the summed A1,A2 and A3 data when Crab is
on-axis. The fit is Ng = 0.295 x 1022, T' = 2.1.

Figure 14. Ratio of the data to the model for a 4 arcminute off-axis Crab observation in pixel B3.
The low energy and high energy residuals illustrate our remaining problems in outer pixels
(due to partial charge) and for off-axis observations (due to incorrect vignetting?) respectively.



Abuaug
(% i
r —r . v v v .
n b
E N ER=
i) -
*,
s -~ |
Uy
L 1 J
LI
L P ]
1] t 1
' b
L L
| = i - -
v M
- i
l + «
wn t
r <
| S
- B ! }
\ ! ) ;
|/ N ; iz
B -
_/ P o=
L S LA ]
\ ~
o // \\ 4
N v q
[ N - ]
r .// 7 p
~o Py 7 b
m e e 1 \\ - O
e s}
ST " i i
aﬂ.oacowﬁ“m3\6_xnn\_ozuwum\anocox\
08 texid J0) Aousioiya sixo—uo 030 [1yxag]
| .mm + ADY

10aUy 9AND3YT

$ WD
z

KRaaug
!

l

Abiauy

PP

[N

lisa s d s

N e

I " "
dsurgouog 1188} /1xqq /10a09ds /npoubx /
Ov (8xid 4oy Aduaioyje sixo~uo 030) [1uXE8]

1.88'¢-=

umatdg 91T 101d
10
! 1

! 0l =
b 3
: 5]
| 2
”, i Z
e 3

, >
— ]
P 001 3

‘87°687=ge 000!

— ; e
T‘79sE=Te  ‘79gTp9-=1®

Ljod 'pao pag ypa pany juswdas pay

TRITYIC

"0

<

fnp)

[ANOrYTY Y or

(23

Doy BANOYYT

s D
z



Kbaaug

S'L

S'9

91188}

813183}

80

JGIEE

90

gii89

81iss

0s

001
WD DBy DALDIIYT

s
4

o5t

00z

[o/s]} 0s

WD OBJsy BANDBT

5
4

(091

ve

x4

Abssu3

Vil

8188}

giissy

1 1
0sZ 00Z

5 WD D8IV BARDDHT

00¢

Abiau3

100

giis9y

Sk

glisey

()

1
i

ot

foss
001

Z1G-¢ 1 sjauuoyd o ADusiolys 030

s z\JJC) 103Ny AR08



ap by

>p by

o}

(rax) Abisua jpuuoyn

£8%/076=bSIU3 "COCO=UN ‘01 Z=xapy

Il
60

=
ono

1

(aexn) Abisua jsuupyd

't

oyd QogADpUOQDLD

911831 UYM QDJD SIX0-UO0 0} 3y - [3poW/Ojop

op by

™y

(n8x) Abusus Buuoyd

t
oo

CBY/0L9=DSIND "COCO=UN 'G1 1:Z=X3py| 4

B

3

4

1

oyd 0agAopuogosd

YW QOLD SIXO-U0 0] 3y ~ [3pOW/Di0p

oyd ODCADPUCQDLD
8188} WM GQDJD SIXD—UO O} }j — |8pOW /0P

80

60

[ 3

Z'1

o104



200 300

100

200 300

100

-10 0 10 0

-20 -10 0O 10 20

crabond3nighta0.pha

data and folded model ~ AO Nn'jh% w| fest!d

X 595 g

|

¥

i

i

crabond3doya0.pha

dato and folded model

T
‘FIS. S5a

AO Day w| Hestig

X

,- 558/4,0 ]




200 300

100

-10 0 10 20 O

200 300

100

10

-20 -10 O

data and folded model

BO Night wl festie

crabond3nightb0.pha

a1 5

A=

>0z ]

i

MMWWWMW _

channel energy (kev)

data and folded model
crabond3dayb0.pha

%’3. 5¢c

Bo ’Daxj w| de<d 18

L P

X 591 /4,2

+

Y
R | f

" channel energy (kev)

153.54



(nex) ABisus jsuuny
L

~
ol

M T

80

rAt

j@powi /o30p

(rox) ABisus jsuuoyo
|

oud pgiubiugpuoqoio

T

80

{apow /oyop

oud goyubiuecpuoqoio

onoy

ooy

n ﬂsm:. |

(nan) AbBisus uubyo
L

T v T

g0

'l

oyd paAopgpuogpdD
|japowi /oiop

(nex) ABuaus jpuuoyd
3

T g v

oud (DADHE PUOGDIY
Bpow /oi0p

80

'l

[JRL3]

onos



(o) ABusul

i 01 8 ] 4 [4 0
T M T ¥ M T
90 = oy ny
..(.\
- 660 = OUJ Ny -
o 86'0'66°0'LB 080090 80 sanisuag -
L L i

43 o1 § 9 b

dpbrssndwoopioboys
D;j8 uo Apsusn p1ob Buikios jo 8199);3

O .m.\ . m.w 5 {nan) Kbisus puuDYS

00¢

D3JD 2A1}D3}]

00

009

+ T y
(8°0 01 pazjjeutsou KNisusp ny i jo
Uj T SE BT AP LYNAG O SUOHIILI0)

P8 =

T
) !
60
%0
#8600
]
]
b
o
2
z
=
%0
L
>
L]
2
80
1

SBMDA (DUILOU

Suisn gosousiwgisal /K 3y qoi)

mna.OoQAonconob

80

[

01303



(no¥) LBoeue BuUDYD
ol 8 9

T N T 4

i i
cyd 0qeAopucqoud D4C OogADPUOGDID

XY0US §1388) /M GQDID O 1§ ABX OL~Z 08 40 010y

01 by

o2

GO

N

-

S

(na%) Ab.ous jBuUDLD

z ol 8 g ¥ Zo

T T ¥ i v

L

) i
oyd 0qgAopuoqoLD DYd QDELADPUOGDID
($80°Z=73pui'{ =uN) §,158) /% Q2J) O} 3y (v J0) [8pOW/0IDp 010y

ABisu3l

6°0

ov

o8

[
onoy

[

abpnj3ubiysosiogg 7 ey 1

abpny3ubiysnaiopp 1| ay -

£

<

A
dpbsabpnyzubiugape *

u01308400 )8 ABusul ybiy 4oy 402D} BABOIHANINK

G8'0

GOl

[

Gi't

onos



{ne>) Abssus jauluoyd

60

il
| [

o siexid g Jaino U swaiqo.d buuowa.

onoJ

<t

o uonoasny

£

o4d'£q}309040

(C°0=uN ‘1'z=xapui) grise) wim 1y ~ 18pow /o10p £ qoay

(no) Abiaus jpuuoyd

e ——

Sigxid Jsino pauawng o} }iy mouemod sag 4

0}0P SIXD~UO QDJD 1

K

1 "
oyd QZUIQEDZ 0| DCADPUOGDID
(S6Z'0=UN"L Z=xapu|) [9POW/DI0p (Cv'Zy' 1Y) 1oxid Jayno Qoug

60

L

i

€1

() ABusus (auubyd

ziby

T M H

oD

ZZTAGOL0=4N '(3) ZL T=xopy|

L L i

(ds1'00%J081S31 /M 1) Ov Ui QDD SIXD—4j0 Joj

oﬁ.ooom_sewo%‘_

{epous /oiop

2

60

(381

[

<t

ono.



