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Outline
• Why spectra? 

• Atomic physics is common to all
• Physical processes in X-ray gas 
• Models are needed which take into account all of them
• What are the standard physical assumptions,
• Scope of the problem:  how big
• Atomic data sources

• What are the most widely used codes
• How do we make sure we are getting the right answers: potential pitfalls,

• Incompleteness
• Perseus

• Missing physics
• X1817

• How do we make sure we are getting the right answers: checking,
• Code comparisons
• Experiments
• Including errors

• Unknown unknowns: energetic particles, non-maxwellian velocity distributions, time 
variability



N132D

Supernova 
remnant with rich 
array of emission 
lines



NGC1068

AGN with rich array of 
emission lines



NGC3783

AGN with rich array of 
absorption lines



Cyg X-3

Emission and 
absorption from source 
with strong  continuum 
from compact source



Perseus Cluster

Iron K line emission (Fe XXV) from hot gas



Atomic Physics Primer: 
Hydrogenic energy levels: Bohr atom



Atomic Physics Primer: 
Multi-electron atoms

As electrons are 
added, they fill the 
levels, similar to 
hydrogenic



Atomic Physics Primer: 
Angular momentum and spin



What happens in X-ray gas?

1) Photoionization:   ~a0
2 Z-2

Need  photon energy ~1RyZ2 ~ 0.8 keV eg. for oxygen

2) Inelastic Electron-ion collisions:   ~a0
2Z-2

Need electron energy kT ~1RyZ2~107K eg. for oxygen

3) Recombination: comparable cross section, no threshold
4) charge transfer: ~a0

2  
→ large for low ionization projectiles 

→
 which ones win depends on conditions:  T, radiation field, 

neutrals



Modeling X-ray plasmas involves consideration of all of 
these processes

Process inverse Heating/cooling Emission/absorption

Photoionization Radiative Recombination y y

Photoexcitation Radiative decay y

Autoionization Dielectronic recombination y

Electron impact excitation Electron impact deexcitation y

Electron impact ionization 3 body recombination y

Charge transfer (ionization) Charge transfer (recombination) y

Bremsstrahlung Free-free absorption y y

Compton scattering Inverse Compton y y

• Physically accurate models need to calculate the effects of all 
these processes.  

• All are coupled thru temperature



Typical model procedure involves 
iterative fitting.  Simulated data is 
compared with observed data

Observed 
spectrum

Fitting 
engine

model

compare

input
Parameters

(T,,abund..)

D
one

Iterate

All the physics fits in here!



Most models employ a standard set of physical 
assumptions

• Maxwellian electron velocities, single temperature
• At most marginally optically thick
• Time steady (or not)
• Simple geometry: slab or sphere
• ~Cosmic element abundances

• Weak radiation field → neglect stimulated processes



Even with these simplifications, modeling spectra is 
challenging.

• ~30 elements
• ~465 ions
• 10-100 levels per ion → ~105 levels
• 100-1000 lines per ion → ~106 lines
• Statistical equilibrium:  rate in=rate out 

• → A large coupled linear system ~105 equations

• Plus radiative equilibrium in some cases

• Plus radiative transfer
• → atomic database contains ~(465)x(100)x(100) real numbers~8x108 ~3Gbytes ascii
• Where to get all this data?  How to check it?  Is it accurate enough?



Modeling codes

• Photoionization equilibrium (xstar/warmabs, cloudy, pion)
• Coronal equilibrium (apec, spex, chianti)
• Non-equilibrium ionization  (apec, spex)
• Charge exchange (apec, spex)
• Time dependent photoionization (pion, xstar)

Some codes are directly callable from xspec or spex (`analytic’ models)
Others use tables:  mtables or atables



Where do rates and other quantities needed for 
modeling come from?

• Atomic calculations are the only practical source for most quantities

• Approximations:
• Configuration interaction 
• Hartree-fock (MCHF)
• Dirac or dirac-fock: (MCDF)
• Breit-pauli
• Multi-body perturbation theory (MBPT)

• Scattering packages:
• Distorted wave
• R-matrix

• Structure packages:
• Fac/hullac
• autostructure



Experimental measurements are potentially the most 
accurate

Hell et al. 2016

Line energies can be used to benchmark calculations



Atomic data accuracy: rules of thumb

• Calculations: 
• Rates/cross sections: 10-20%
• Energy levels: ~1%
• mbpt claims ~0.1%

• Measurements
• Energy levels: 0.1% or better
• Rates/Cross sections: ~1% (?)



Atomic data Completeness:  
Hitomi spectrum of the 
Perseus cluster
• Model fit to Hitomi spectrum of 

Perseus
• Shows expected He-like lines

• Log plot shows 
weaker lines from 
Li-like Fe 
contributing to fit



Atomic data Completeness:
the importance of damping on X-ray lines

• Optical and uv lines generally involve excitation 
from the valence shell 
• → decay is the opposite of excitation, 
• upper level lifetime scales ~z-4 or E -2

• X-ray lines often involve inner shells
• Decay can occur by autoionization
• Decay rate scales ~z0

• → at Z<30 autoionization can be dominant
• If so, line shape has different character

• This is called Auger damping or Non-
radiative damping.

• Correct line profile is Voigt profile:  
Gaussian core, Lorentzian wings.

• The damping parameter can be much larger 
than for optical/UV lines



Atomic data completeness:  
lifetimes of inner shell vacancy levels

• Lifetime of excited levels depend 
on sum over many possible decay 
channels

• These include radiative and non-
radiative channels

• Non-radiative channels 
• Have large rates for many inner shell 

transitions
• Do not obey dipole selection rules
• Are easy to ignore when calculating 

structure
• Including these channels is 

crucial to getting accurate 
lifetimes and  fluorescence yields.

(Palmeri et al. 2008)



Atomic data completeness: 
The photoionization cross section of O I near the K edge
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• Early calculations 
showed 
resonances near K 
edge

• K >> K



Atomic data completeness: 
With Chandra this edge was observed
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• Chandra HETG 
Spectrum of 
Sco X-1

• Shows apparent 
excess 
absorption 
below the K 
edge



Atomic data completeness:
Similar results were found for other X-ray binary ism spectra

)

)

E. Costantini et al.: XMM-Newton observation of Cyg X-2 191

Fig. 2. Comparison between model 1 (top), and model 2 (bottom) used

to fit the oxygen region, using the RGS data. Model 1 includes three

absorption edges and two absorption lines. Model 2 includes one ab-

sorption edge and four absorption lines.

lines from neutral and ionized oxygen. This is calledmodel 2 in

Table 2. The only two features in common with the Takei et al.

interpretation are: the absorption edge at 0.543 keV (22.83 Å)

and the 1s − 2p transition line at 0.524 ± 0.003 keV. The re-

gion between these two “standard” features is fit by an absorp-

tion line at 22.89 Å, consistent with the 1s − 3p transition of

neutral atomic oxygen, and with another absorption line which

would be consistent with a blend of unresolved lines of OIII (at

23.05 Å). Finally, the evident absorption line at 23.35 Å, also

found by Takei et al., is interpreted as ionized atomic oxygen

(OII), as predicted by Gorczyca & McLaughlin (2000) mea-

surements (Fig. 2, lower panel). This interpretation (model 2)

was also applied to Chandra-HETG data of a sample of bright

galactic sources (Juett et al. 2004). Such an ionized component

would be interpreted as ionization of the ISM, localized in the

vicinity of the source. In Table 2 the results of the two models

are shown; there is no significant difference in terms of good-

ness of fit.

The total equivalent hydrogen column density NH = (2.20±

0.02) × 1021 cm−2, as measured by the RGS, predicts K-shell

absorption edges of nitrogen, oxygen, neon, and also iron L-

shell, as shown in Fig. 3. The statistics of the present data allow

the determination of the physical parameters of the absorption.

Fig. 3. ISM absorption edges predicted for NH ∼ 2.2× 1021 cm−2 using

the best EPIC-pn best fit model, evaluated from the OOT events data.

Mg (1.3 keV) and Si (1.84 keV) are only marginally evident in the

model.

Table 3. Relevant absorption edges in the RGS spectrum of Cyg X-2.

The energy, the corresponding wavelength, and the optical depth (τ)

were obtained from the data. The equivalent total hydrogen column

density NH was derived from the ISM abundances of Wilms et al.

(2000). These are to be compared with the best-fit NH = (2.20 ±

0.02) × 1021 cm−2, measured by RGS. Errors are given at 90% con-

fidence level.

Element Energy Wavelength τ NH

keV Å 1021 cm−2

N K-shell 0.409 (fixed) 30.31 0.15 ± 0.06 2.7 ± 1.1

O K-shell 0.543 (fixed) 22.83 0.81±0.10 2.8 ± 0.8

Fe L-shell 0.706 ± 0.01 17.56 ± 0.02 0.13 ± 0.01 2.8 ± 0.2

Ne K-shell 0.869+0.02
−0.06

14.26+0.10
−0.03

0.06 ± 0.03 1.8 ± 0.9

For each element j, we calculated the column density N j =

τ j/σ j using the photoelectric cross section computed from tab-

ulated values (Henke et al. 1993; Verner & Yakovlev 1995).

The optical depth τ j was measured from an absorption edge

model. The edge model was applied to our best fit continuum,

but fixing to zero the abundance of the element j in the absorp-

tion model. Using the ISM abundances listed by Wilms et al.

(2000), we derived the equivalent hydrogen column density. In

general we find an agreement within the errors between the col-

umn densities so derived and the NH found in our best-fit model

(Table 3). We note that iron shows an overabundance of ∼20%

compared to the Wilms et al. (2000) ISM value.

4. The analysis of the scattering halo

Thanks to the large effective area of the XMM-Newton tele-

scopes, coupled with the large field of view and spectral resolu-

tion of EPIC-pn, the “pure” scattered radiation can be extracted

from the halo spectrum. Thus for the first time we were able to

C. Pinto et al.: Interstellar medium composition through X-ray spectroscopy of low-mass X-ray binaries

Table 2. GX 339-4 spectral fits within 15−24 Å and relative ∆ χ2.

Parameter ∆ χ2 Parameter ∆ χ2 Parameter ∆ χ2

O II 14 Metallic Fe 101 CO 1

O III 163 H2 O ice 168 Fe O (OH) 1

O IV 20 Mg Si O3 4a N2O 0

O V 1 Fe3 O4 60 Fe2 O3 0

O VI 1 Ca3 Fe2 Si3 O12 3 Fe SO4 0

O VII 366 Fe Al2 O4 2

O VIII 35 Mg1.6 Fe0.4 SiO4 2

Notes. The ∆ χ2 values refer to the sequential changes obtained by
adding the parameters from top to bottom and from left to right: O II,
O III, ..., O VIII, Metallic Fe, ..., Fe SO4.

(a) The ∆ χ2 given by pyrox-
ene Mg Si O3 is small because its features are similar to those produced
by H2 O ice (see also Fig. 7).

does not produce any change. Therefore, we add ions in se-
quence from O II to O VIII, see Table 2. This (neutral + ionized)
gas model with all these ions gives χ2

ν = 1092/ 447 = 2.44 and
a big improvement to the fit. However, the fit is not yet accept-

able and there are residuals at 17.5 and 22.9 Å (see red line).
Moreover, the pure gas model does not reproduce the ratio be-
tween the absorption lines and edges for both iron and oxygen.
Dust is definitely needed. We complete the ISM model by adding
in sequence different molecules with the order as suggested by
preliminary fits to each edge, which is mentioned above: metal-
lic iron, water ice, pyroxene silicates, up to iron sulfate (see also
Table 2). The final χ2

ν drops down to about 1.7 as shown by the
final model (purple line in Fig. 5). Although this fit is not yet
formally acceptable, the final χ2

ν (significantly higher than one)
is mainly due to the high statistics. Similar χ2

ν values are ob-
tained for featureless regions at similar statistical quality and in-
dicate the final systematic uncertainties of the instrument model.
In Fig. 6 we show the transmission of the ISM best-fitting model
near the O I edge of GX 339-4. We also report the relative contri-
butions provided by O I (red solid line), O II (purple dotted line),
O III-IV (black dashed line), as well as by specific compounds.
Molecular compounds clearly dominate the spectral range be-

tween 22.8 and 23.2 Å and affect the ratio between the depths of
the O I edge and resonance line.

Once we obtain a good fit for the 15–24 Å spectral range, we
fit the model to the entire spectrum. Additional free parameters
in the model are the neon and magnesium abundances of the cold
gas (hot model in SPEX) and the column densities of Ne II-III,
Ne VIII-X, Mg XI-XII, and Fe XVII-XVIII (which are provided by
the slab model).

4.3. Results

This procedure used for GX 339-4 is identically applied to the
other eight targets and the results of our best-fitting models ob-
tained on all the X-ray sources are shown in Table 3 and plotted
in Figs. 2–4. The model fits very well both the absorption edges
and lines. The reduced χ2 for the nine sources are between 1.4
and 1.7. We show the absolute abundances and hydrogen column
density for the cold gas, the column densities for all ions and
molecules that we were able to detect. In the cases of no detec-
tion we report the 2σ upper limits. We also report the formula for
each compound and the total amount of iron and oxygen found
in dust.
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Fig. 6. Transmission of the ISM near the O K-edge in the spectrum of
GX 339-4. The model refers to the best-fitting model as given in Table 3.
The solid red and black lines provide the transmission of the neutral gas
and the entire ISM, respectively (see also Sect. 4.2).

We will discuss the results in Sect. 5. Briefly, we have found
a general agreement in the spectra of the different sources. Ions
like O V-VI and molecular compounds like hematite (Fe2O3), and
CO are hard to detect. Instead, O VII-VIII, H2O ices, and com-
pounds of Ca (andradite), and Al (Hercinite) are detected along
any LOS. The cold neutral gas provides on average O I ∼1−3 ×
1022 m−2, which means that most oxygen is found in the neu-
tral phase. We have summed all the contributions to the molec-
ular oxygen as well as all the ionic column densities of the
mildly ionized (O II-V) and heavily ionized (O VI-VIII) gas, and
compare them in Table 4. As we have mentioned above, most
of the oxygen is provided by the neutral gas phase. Dust also
seems to be ubiquitous. The warm and hot ionized gas phases
generally contribute less to oxygen, but there are some cases
in which they constitute significant portions of the total col-
umn density. SAX J1808.4–3658 is an exceptional case with
detectable O VI and prominent O VII absorption lines (see also
Fig. 4, bottom-right panel).

4.4. Limitations

There are some factors that may limit and affect the uniqueness
of our best-fitting models. First of all, the features produced by
molecules in a certain absorption edge are similar and degener-
ate. Near the Fe L-edge the RGS absorption lines blend and may
not give unique solutions. Chandra spectra are provided with
higher resolution, but they give accurate results only for a few
sources even brighter than ours. Therefore, in our standard mod-
eling we have simultaneously fitted all the molecules and all the
absorption edges and lines to obtain the best-fitting mixture and
to break as much as possible the degeneracy. Unfortunately, for
some compounds, such as magnetite and pyroxene, we only have
the transmission near the oxygen edge, while for the other edges
we simply use the pure atomic cross-section without absorption
lines (for details consult the amol model in the SPEX manual).
Fortunately, these systematic effects do not strongly alter the de-
pletion factors, especially for oxygen. The Mg K-edge is very
weak and it does not make any difference whether we model it
with atomic or molecular cross-sections. Another problem is the
degeneracy between the absorption features produced by water
ice and pyroxene (see Figs. 6 and 7 and Costantini et al. 2012,
Appendix A), which are the molecules that best fit the O K-edge.
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E. Costantini et al.: XMM-Newton observation of 4U 1820-30

Fig. 7. Best fit transmission spectrum (Table 4, Col. (3)) in the oxygen
edge region. This allows to compare absorption at different epochs, re-
moving the contribution of the continuum. The upper curves display the
transmission of the various absorbing components. Note that for clarity
only absorption by oxygen is displayed (i.e. no hydrogen absorption).
Data have been rebinned for clarity.

Fig. 8. Detail of the iron L edge region. Here for clarity we display only
the MEG and a displaced RGS2 data set. The best fit (solid line, see
Table 5) is compared with pure gas fit with solar abundances (dotted
line) and with a mixture of gas and iron-rich olivine (thick solid light
line).

The best fit to the oxygen edge region, including RGS data
sets taken in two epochs is displayed in Fig. 7.

4.3. The iron L edge

In Fig. 8, a fit to the Fe LII and LIII edges in terms of absorption
by pure gas with solar abundances is shown (dotted line). In this
fit two RGS epochs and the MEG data sets were used. We found
a clear mismatch not only of the depth, but also the position of
the LII and LIII edges. We note that in the fit to the iron edges,
it is essential to include the higher resolution MEG data (Fig. 8).
A straightforward way to improve the fit is to modify the iron
abundance. By allowing this parameter to vary, we obtained a
reasonable fit, although the position of the edge in the model did
not match the data. In this case, the abundance of iron, assuming
that the absorption is only in the gas phase, is about 0.37 times

Table 5. Goodness of fit for the iron edge models.

model C2/ ν
Gas (AFe fix.) 2377/981
Gas (AFe free) 1544/980
Fe2SiO4 1505/977
FeSO4 1486/977
FeO(OH) 1464/977
Fe2O3 1442/977
Fe met. 1424/977
Fe met.+Fe2O3 1421/976

the solar one. However, absorption by dust is known to alter the
LII/LIII ratio and to shift the position of the edge with respect
to absorption by gas (see e.g. Lee et al. 2009). For the fitting,
we considered the compounds measured by Lee et al. (2009),
namely metallic Fe, hematite (Fe2O3), lepidocrocite (FeO(OH)),
fayalite (Fe2SiO4), and iron sulfate (FeSO4). These transmission
models were implemented in the AMOL model in SPEX. As for
the modeling of the oxygen edge, we first followed a rigorous ap-
proach (Sect. 4.4), which in turns justified the simpler approach
described here, i.e. fitting the dust components one by one, to-
gether with the gas model. In the latter, the iron abundance was
a free parameter. This procedure provided a measure of the de-
pletion of the gas phase. On the goodness-of-fit basis, the single
dust compound that most accurately models the data is metallic
iron (Table 5). We then tried all possible combinations of gas and
two dust components. We only found a marginally significant
presence of Fe2O3, in addition to the metallic iron component
(Table 5, Fig. 8, solid line). Hematite (Fe2O3) is a compound
for which both iron and oxygen edges’ dust profiles are imple-
mented in the AMOL model. We therefore tested the presence
of this compound in the oxygen edge region, obtaining an upper
limit to the column density that is consistent with the value ob-
tained in the iron region. In Fig. 8, we also compare the best-fit
model with a model for an iron rich olivine (fayalite, Fe2SiO4),
which does not provide a good fit (Table 5). This suggests that
fayalite cannot have a major contribution to the absorption here.
We could not test the same kind of olivine as for the oxygen
edge (Mg1.6Fe0.4SiO4) as at present no laboratory measurement
of this compound at the iron L edge is available. In Fig. 9, the
best fit is shown where data from both RGS and Chandra-MEG
are displayed. The spectra were normalized to their continuum
shape for display purposes. We also normalized the spectra to
the total hydrogen column density so that only absorption by
iron was visible for the neutral phase. Along with the best fit
(solid line), the different contributions are shown for atomic gas
(dotted line), metallic iron, and Fe2O3 (light dash-dotted lines).
In addition, the contribution of the ionized gas to the spectrum

is shown with a dashed line (e.g. O vii line at 17.76 Å).

Despite the significant improvement to the fit with respect to
a gas-only model, the iron edge is clearly more complex that our
parameterization. In particular, positive residuals are present at
the longer wavelength side of the edge. This effect was found
previously using different instruments (Kaastra et al. 2009; Lee
et al. 2009).

4.4. Further insight into the Fe L and O K edge fitting

The modeling of photoelectric edges modified by dust absorp-
tion requires some caution, as in principle many components
can contribute to the edge shape, which is in turn smeared, in
contrast to the atomic transition features, which are very sharp
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→ Extra absorption appears below the edge



Atomic data completeness: 
One hypothesis for the below-edge absorption is molecules

(Barrus et al. 1979)

CO: edge near 542eV=22.9A

O2: edge near 537 eV=23.1A



Atomic data completeness: 
Lab spectra of some oxygen 
compounds also show 
absorption

(Costantini et al. 2012)

atomic threshold from Henke

• potential diagnostics of the 
molecular/solid content of 
the ISM?

• Essentially all spectra show 
molecules with column 
comparable to atomic



Atomic data completeness: 
Does it make sense that all lines of sight have 
molecules?

• X-ray binary sightlines probe 
significant distances in the 
galactic plane

• Location of X-ray binary sample 
overlaid on HII region map 
(Levine et al. 2006) does not 
show perfect coincidence

• Expect ~10% filling factor for 
truly cold molecular material 

• So what is going on?

30 kpc



Atomic data completeness: 
more recent calculations of the photoionization cross 
section of O I near the K edge
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• Resonances near K 
edge

• K  and K more 
nearly comparable



Atomic data completeness: 
The photoionization cross section of O I near the K edge
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• Early calculations 
showed 
resonances near K 
edge

• K >> K



Atomic data completeness: 
Here is why K K :

• K shell resonances (1s-np) close to 
threshold can decay by an alternate 
channel.  

• Auger decay in which the high n 
electron does not participate is rapid 
and independent of n

• This broadens the resonances and 
causes them to blend and smear the 
edge

• In such ‘spectator Auger’ decay the 
Rydberg electron does not participate 
in the decay

• This is important for ions with more 
than 3 electrons sp
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Atomic data completeness: 
Experimental Demonstration of Auger damping  in Ar+

(Farhat et al., 1997)



Atomic data completeness: 
Fit to Chandra observation of O I  edge



Atomic data completeness: 
Fit to Chandra observation of O I  edge

Damped atomic

Undamped atomic



Atomic data completeness: 
The effect of Auger damping on the iron K edge

Fe XVII

No damping

Radiative 
only

Radiative 
+ Auger

Iron opacity vs. 



Atomic data accuracy: 
Fe K line energies

• For neutral Fe, experimental  
measurements are accurate to / 

~1.e-4
• For ions near neutral, calculations are 

all that is available
• Likely accuracy is /~1e-2.
• Corresponds to 300 km/s
• But they agree with experiment for 

neutral to within 1.e-4 Yamaguchi et al. 2012



Atomic data Accuracy:
 the HETG spectrum of  
NGC 3783

Best fit, 5 components each 
with ~2000 known lines
Cstat=47254.0/41698=1.13

Additional absorption by 
known lines with added ad 
hoc additional optical depth
Cstat=45250.2/41251=1.09
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→ It appears that errors in 
absorption line strengths is 
not the primary reason for 
Cstat/>1

Why don’t we get a perfect fit?



Atomic data accuracy:
Comparing codes is a useful check

• Recent  comparison of predictions at 
the OI K edge shows agreement on 
gross features.

• Location of individual resonances 
differs by e/e~0.001 in some cases

• Consistent with expectation but not 
adequate for high s/n work. (P
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Atomic data accuracy:
Comparing codes is a useful check

• Comparison of temperature 
produced by various 
photoionization codes 

• Shows very good agreement for 
this particular problem.
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Atomic data accuracy:
Comparing codes is a useful check

Hitomi Perseus spectrum:
• Various code predictions 

are compared
• Final spectrum shows good 

consistency
• Residuals from different 

codes show larger 
differences, particularly in 
the Fe XXIV region
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Atomic data accuracy:
Comparing codes is a useful 
check

Hitomi Perseus spectrum:
• Various sources for electron 

impact collisional excitation are 
compared

• Strongest transitions show good 
consistency

• Forbidden transitions are less 
secure

• Lower value for 1s2-2s2p(3S1) 
produces models which fit data 
better
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Atomic data accuracy: 
Experimental validation of results

• Code results (xstar)  
have been compared 
with experiment which 
produces a 
photoionized plasma in 
the lab

• Pure Si at log()~2
• Qualitative agreement is 

found for absorption 
spectrum



Atomic data accuracy: 
Experimental validation of results

• Code results (xstar)  have 
been compared with 
experiment which produces 
a photoionized plasma in the 
lab

• Pure Si at log()~2
• Qualitative agreement is 

found for absorption 
spectrum

• Less good fit for emission → 
radiative transfer effects?



Atomic data accuracy: 
More about atomic data

• Newer does not necessarily imply more accurate
• Many energies depend on calculations
• Careful about damping
• Neutral atoms and near-neutrals are the frontier
• Rates affecting K shells of heavies are challenging 

computationally



Models can be affected by `unknown unknowns’:

• Departures from equilibrium (Time dependence)
• complicated (non-spherical or plane parallel) geometry
• Dynamical (i.e. departures from simple description involving turbulence 

and radial flow)
• Non-Maxwellian electrons
• Relativistic particles
• Extra neutrals → charge exchange

• But this is interesting, this is where the science is…



How accurate is the assumption of ionization equilibrium?

• Processes which occur on timescales shorter than these will 
drive the gas out of equilibrium

• Examples include:
• Changes in ionizing flux
• Changes in gas density (eg. Due to gas motions)



Summary

• Models are necessary for analyzing high resolution X-ray spectra
• Modeling requires large database of atomic rate data
• And relatively simple assumptions
• Various modeling packages exist
• Care is needed when interpreting model results, particularly when 

discovering something new



Resources

• ‘Astrophysics of Gaseous Nebulae’ Osterbrock and Ferland
• A. K. Pradhan & S. N. Nahar, “Atomic Astrophysics and Spectro- 

scpy”, Cambridge University Press (2011) 
• http://heasarc.gsfc.nasa.gov/xstar.html
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