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On the relevance of Lab Astro (X-rays)
Fundamental quantities are not married to any particular mission, but have long 
term applicability to a large number of problems

Astro2020 White Paper Laboratory Astrophysics for X-ray Spectroscopy

Spectroscopic observations in the X-ray band hold keys to exciting new discoveries about
the origin and nature of the universe. In the past decade, thanks to high-resolution spec-
trometers onboard missions like Chandra [1], XMM-Newton [2], and Hitomi [3], we have
advanced our understanding of plasma cooling at the centers of galaxy clusters [4], measured
the first high-resolution spectra of active galactic nuclei (AGN) winds [5, 6], and learned
that the core region of the Perseus cluster of galaxies, often expected to be turbulent, is
surprisingly calm [7]. These studies, along with hundreds of others made possible by current
and past X-ray spectroscopy missions, push the boundaries of our understanding of galaxy
formation, galaxy evolution, and cosmology.

While this work has been groundbreak-
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Figure 1: The He-like line “triplet” is often used
as an electron density and temperature diag-
nostic in the X-ray regime, but relevant plasma
models can disagree at the 10% level both with
each other and the data. The observed lower
flux of the “w” line may be due to resonant scat-
tering or, at least in part, to inaccurate models.

ing, our ability to extend our knowledge
further is, in many cases, limited by the ca-
pabilities of the spectrometers on our best
current missions. High-resolution measure-
ments by the dispersive grating spectrom-
eters on Chandra and XMM-Newton (R⇠200–
1000) are limited to point—or only slightly
extended—sources, thus excluding targets
such as galaxy clusters and entire super-
nova remnants. The CCD detectors on
Chandra and XMM only deliver moderate
resolving power (R⇠50). As a result, many
grand questions remain unsolved, such as:
how did large scale baryonic structures form,
and how do they evolve? How do black
holes accrete and generate energetic winds
and outflows, and how do they impact their
surrounding environments?

With future missions like XRISM [8]
and Athena [9, 10], which will be equipped with high-resolution, non-dispersive micro-
calorimeter imaging spectrometers with R⇠850 (XRISM ) and R⇠2400 (Athena), we are
finally poised to answer these questions. But we risk limiting the full scientific potential of
these missions: we currently lack an adequate understanding of many atomic pro-
cesses behind the spectral features we will soon measure. The field of laboratory
astrophysics, which comprises both theoretical and experimental studies of the
underlying physics behind observable astrophysical processes, is thus central to
the success of these missions. In this White Paper, we highlight several science drivers
for these future missions and identify specific laboratory astrophysics improvements required
to address them.

Science Driver: AGN accretion, outflows, and feedback
Correlations between central black hole masses and host galaxy properties indicate that black
holes and galaxies co-evolve through accretion and feedback [11, 12]. A possible scenario is
that AGN-driven winds overheat or sweep away the interstellar medium (ISM) from the
galaxy bulge, quenching star formation and the AGN itself due to the lack of fuel for accre-
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Training new generation of Lab Astro scientists

Upcoming missions will impose strong and immediate 
requirements for updated parameters and models

XRISM, IXPE, eXTP, Athena,  
Lynx, LEM, Arcus, HEX-P, StrobeX

Astro 2020 Decadal White Papers:  
Betancourt-Martinez+21, Kallman+21, Smith+21

Funding increase for both experiments and computational atomic physics



X-ray Emission Mechanisms

Continuum 
Black-Body 
Bremsstrahlung (free-free) 

Cyclotron & Synchrotron   
Inverse Compton Scattering

Lines 
Bound-Bound 
Fluorescence 
Charge Exchange 
Cyclotron 
Exotic Physics (?)
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X-ray Emission Mechanisms
Lines
K-shell Photoabsorption

Liedahl+Torres05

The X-ray band (⇠ 0.1 � 10 keV) cov-
ers the emission and absorption produced
by the inner-shell transitions of the astro-
physically abundant ions (C ! Ni).

Line positions provide information
about the gas composition (identifica-
tion), as well as about its dynamics (red-
shifts, gas outflows)

Line intensities provide information
about the column of the absorbing ma-
terial (including ions), constrains on
the ionization degree of the gas (⇠ =
L/nR2), temperature and density

Line shapes provide information about
the thermal and turbulent motions of
the gas, and can also probe relativistic
e↵ects near strong gravitational fields

J. Garćıa (CfA) Modeling Photoionized Plasmas April 26, 2013 4 / 25



X-ray Emission Lines



K-shell Fluorescence

• Needs L-shell electrons 
• Photoionization, then either 2p → 1s radiative transition or Auger ionization  
• Fluorescence yield ~ Z4, appreciable for a high-Z element 
• Such a process is an important contributor to iron K emission

Credit:  NASA/Chandra 

Fluorescence

- needs L shell  electrons
- photoionization, then either  2p -> 1s radiative transition  or Auger ionization
Fluorescence  yield ~ Z^4,  appreciable for a high-Z element

- such a process is an important contributor to iron K emission   

Monday, September 9, 13



T, n, abundances

n (or P), abundances

Collisional

Photoionized

T is not a free parameter!

kT << Ionization energy of 
the ions in the plasma

kT ~ Ionization energy of the 
ions in the plasma

Astrophysical Plasmas



Plasma Codes and Databases
Understanding a plasma requires a physical model. For these, a large 
number of atomic lines are needed (hundreds or more). Modern plasma 
codes have made of the hard work, compiling millions of transitions!

SPEX/CIE    (Kaastra+03)                  http://www.sron.nl/spex 
Chianti       (Del Zanna+21)             http://chiantidatabase.org 
AtomDB     (Foster+12)                     http://atomdb.org

Collisional

Cloudy        (Ferland+17)                 http://www.nublado.org 
XSTAR          (Kallman+Bautista01)   https://heasarc.gsfc.nasa.gov/xstar/xstar 
SPEX/PIE      (Kaastra+03)                 http://www.sron.nl/spex 
Moccasin   (Ercolano+03)               https://mocassin.nebulousresearch.org 
Titan            (Dumont+00)                ??

Photoionized

http://www.sron.nl/spex
http://chiantidatabase.org
http://atomdb.org
http://www.nublado.org
https://heasarc.gsfc.nasa.gov/xstar/xstar
http://www.sron.nl/spex
https://mocassin.nebulousresearch.org


Credit: ESA/Gaia/DPAC, CC BY-SA 3.0 IGO

The Interstellar Medium (ISM)



Credit: ESA/Gaia/DPAC, CC BY-SA 3.0 IGOChandra Source Catalog v2.0
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Absorption in the ISM
Observations of absorption lines in the ISM are a driver for the improvement of 
atomic data and model accuracy. 

Absorption in the ISM

Democratic participation of all atoms:

(Wilms+00)

The X-ray band (⇠ 0.1 � 10 keV) cov-
ers the emission and absorption produced
by the inner-shell transitions of the astro-
physically abundant ions (C ! Ni).
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Wilms et al. (2000)

Simple absorption model:

τ(E) = ∑
i

σi(E) Ni

FObs = F0 e−τ(E)

Thus, the goal is to compute the 
photoionization cross section for all ions

τ(E) :

Ni :
σi(E) :

Total optical depth
Photoionization cross
Ion column density
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Absorption in the ISM

Democratic participation of all atoms:

(Wilms+00)

The X-ray band (⇠ 0.1 � 10 keV) cov-
ers the emission and absorption produced
by the inner-shell transitions of the astro-
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Wilms et al. (2000)

Simple absorption model:

τ(E) = ∑
i

σi(E) Ni

FObs = F0 e−τ(E)

Thus, the goal is to compute the 
photoionization cross section for all ions

τ(E) :

Ni :
σi(E) :

Total optical depth
Photoionization cross
Ion column density

Gate Valve



Inner-shell Photo-Ionization



Inner-shell Photo-Ionization

Fig. 4c

Palmeri+02; Bautista+03; Palmeri+03a,b; Mendoza+04; Kallman+04



Inner-shell Photo-Ionization
Oxygen Atomic Data

High-energy photoionization cross-
sections of O ions showing the structure
of the K-edge. In black the Breit–Pauli
R-Matrix calculation by Garcı́a+05, in
red those by Pradhan+03, and in green
by Reilman+Manson79.

The observed flux can be approximated as

F (E ) = F0exp [�NOI�OI(E )]

where F0 is a normalization factor, NOI

is the oxygen column density, and �OI(E )
is the photoabsorption cross section for
neutral oxygen.
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García+05; Gorczyca+13;

Fig. 4c

Palmeri+02; Bautista+03; Palmeri+03a,b; Mendoza+04; Kallman+04



Inner-shell Photo-Ionization
Oxygen Atomic Data
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The observed flux can be approximated as

F (E ) = F0exp [�NOI�OI(E )]

where F0 is a normalization factor, NOI
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is the photoabsorption cross section for
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Figure 8. High-energy photoabsorption cross sections for nitrogen ions in the K-edge region. Solid curve: bprm. Dotted curve: hullac. Dashed curve: Reilman &
Manson (1979).

Table 10
Valence and Auger Levels for Nitrogen Ions

N i 2S + 1 L 2J Configuration Energy Ar Aa
(eV) (s−1) (s−1)

3 1 2 0 1 1s22s 2S1/2 0.0000 −9.99E + 02 −9.99E + 02
3 2 2 1 1 1s22p 2Po1/2 9.9459 3.32E + 08 −9.99E + 02
3 3 2 1 3 1s22p 2Po3/2 9.9774 3.35E + 08 −9.99E + 02
3 4 2 0 1 1s2s2 2S1/2 410.1562 1.22E + 11 9.79E + 13
3 5 4 1 1 1s(2S)2s2p(3Po) 4Po1/2 413.0288 5.05E + 06 1.44E + 07
3 6 4 1 3 1s(2S)2s2p(3Po) 4Po3/2 413.0471 1.27E + 07 3.65E + 07
3 7 4 1 5 1s(2S)2s2p(3Po) 4Po5/2 413.0778 0.00E + 00 1.76E + 07
3 8 2 1 1 1s(2S)2s2p(3Po) 2Po1/2 420.8755 1.65E + 12 7.63E + 12
3 9 2 1 3 1s(2S)2s2p(3Po) 2Po3/2 420.8968 1.65E + 12 7.30E + 12
3 10 4 1 1 1s(2S)2p2(3P) 4P1/2 424.3267 7.99E + 08 5.54E + 06
3 11 4 1 3 1s(2S)2p2(3P) 4P3/2 424.3446 8.06E + 08 4.65E + 08
3 12 4 1 5 1s(2S)2p2(3P) 4P5/2 424.3741 8.15E + 08 2.85E + 09
3 13 2 1 1 1s(2S)2s2p(1Po) 2Po1/2 425.6391 1.63E + 11 6.06E + 13
3 14 2 1 3 1s(2S)2s2p(1Po) 2Po3/2 425.6545 1.55E + 11 6.10E + 13
3 15 2 2 3 1s(2S)2p2(1D) 2D3/2 429.2436 8.33E + 11 1.07E + 14
3 16 2 2 5 1s(2S)2p2(1D) 2D5/2 429.2442 8.32E + 11 1.07E + 14
3 17 2 1 1 1s(2S)2p2(3P) 2P1/2 430.3236 2.68E + 12 1.20E + 08
3 18 2 1 3 1s(2S)2p2(3P) 2P3/2 430.3597 2.68E + 12 4.50E + 10
3 19 2 0 1 1s(2S)2p2(1S) 2S1/2 437.1874 7.86E + 11 1.60E + 13

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding
its form and content.)

García+09;

Fig. 4c

Palmeri+02; Bautista+03; Palmeri+03a,b; Mendoza+04; Kallman+04
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Figure 8. High-energy photoabsorption cross sections for nitrogen ions in the K-edge region. Solid curve: bprm. Dotted curve: hullac. Dashed curve: Reilman &
Manson (1979).
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The Astrophysical Journal Supplement Series, 196:7 (6pp), 2011 September Witthoeft et al.
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Figure 4. Photoabsorption (top panel) and photoionization (bottom panel) cross
sections for Be-like Ni. Red, thin curves show the raw cross section and the
blue, thick curves give the convolution with a Gaussian having a width of
∆E/E = 10−4.
(A color version of this figure is available in the online journal.)
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10.08 - 10.12 keV

Figure 5. Total photoionization cross section for Li-like Ni from present,
R-matrix calculation (thin, red curve), the R-matrix calculation of Nahar (2005;
thick, green curve), and Verner & Yakovlev (1995; thin, blue curve with circles).
The Kα resonances are not visible in this energy range. The background cross
sections of Verner & Yakovlev (1995) are in excellent agreement with the present
work. Inset: close-up of cross sections between 10.08 and 10.12 keV; range of
cross sections is from 10−4 to 103. In the inset only, the Nahar (2005) cross
sections have been shifted by 8.8 eV to align the resonance positions.
(A color version of this figure is available in the online journal.)

section for photoionization is nearly gone at the K edge. For
photoabsorption, on the other hand, the resonances converge
onto the K edge, causing the perceived edge in the convolved
results to occur at a smaller energy; this is known as the smearing
of the K edge in absorption spectra.

As part of an effort to calculate recombination rate coeffi-
cients, Nahar (2005) performed a Breit-Pauli R-matrix calcula-
tion for Li-like Ni with energies extending beyond the K edge.
We are in good agreement with those results for the ground state
with respect to the resonance positions and the location of the
K edge. However, there is some disagreement with the back-
ground cross section in the vicinity of the edge. In Figure 5, the
present results are compared with the results of Nahar (2005)
and Verner & Yakovlev (1995). Below the edge, we find fair
agreement, the background of Nahar being about 10% higher
than the present results, while above the edge, the Nahar back-

10-3

10-2

10-1

100

 8.35  8.4  8.45  8.5  8.55  8.6

C
ro

ss
 S

ec
tio

n 
(M

b)

Photon Energy (keV)

Figure 6. Photoabsorption cross section for Ca-like Ni convolved with a
Gaussian having a width of ∆E/E = 10−3. Based on the height of the
resonance feature near 8.45 keV, in order from strongest to weakest, the curves
are R-matrix results (red), autostructure using target wave functions (green),
autostructure using parent wave functions (blue), and the background cross
section of Verner & Yakovlev (1995; black).
(A color version of this figure is available in the online journal.)

ground is nearly 30% lower. The disagreement above the edge
disappears entirely above a photon energy of 11.5 keV. The
background from the present results are in excellent agreement
with Verner & Yakovlev (1995) at all energies, although their
K edge position is about 50 eV lower than that calculated by
ourselves and Nahar (2005).

We find larger differences with Nahar (2005) in the amount
of resonant enhancement. This appears to be due to the higher
energy resolution used in our calculation. Unlike the rest of
the ions covered in this work, the Li-like system does not have
a spectator Auger process which would significantly damp the
narrow photoionization resonances near the K edge, as observed
in Figure 4. Instead, there is a large number of extremely narrow,
yet strong, resonances which need to be fully resolved to account
for their area. Nahar (2005) uses about 20,000 energy points
to map out the cross section. For the present calculation, we
use the technique described in Witthoeft et al. (2009) which
automatically identifies the location of each resonance and adds
enough energy points to fully resolve it. Even with the efficiency
of this approach, over a half-million points were required to
properly resolve all resonance features. To illustrate the strength
of the narrow resonances near the K edge, we show in the inset
of Figure 5 the resonance structure in a narrow energy range.
The difference between the calculations becomes particularly
apparent when comparing convolved cross sections. Using a
Gaussian width of ∆E/E = 10−3, we find that the Nahar (2005)
Kα resonances are about five times weaker than in the present
results; near the K edge, the difference is nearly an order of
magnitude. These differences are expected to be important for
spectral modeling of X-ray plasmas.

Total photoionization cross sections have been calculated
using autostructure for Ar-like to Fe-like Ni. The first three
ions of this sequence have also been calculated using R-matrix
which allows for a comparison of the methods. In Figure 6,
we compare the present R-matrix results with two sets of
autostructure results using wave functions constructed from
target or parent orbitals. All data have been convolved with
a Gaussian using a width of ∆E/E = 10−3. Also shown are
the direct photoionization cross sections of Verner & Yakovlev

4
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Figure 2. Photoabsorption cross sections for all Na-like ions included in this
study.
(A color version of this figure is available in the online journal.)
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In Figure 3, we show the background cross section at a fixed
energy above the K edge where results from Witthoeft et al.
(2009) are used for ions with 10 electrons or fewer. We find
the background cross section for each sequence to be constant
within 10%. Note that the choice of energy is arbitrary and is
different for each sequence so no conclusions should be drawn
about the relative cross sections between sequences. Nor does
the choice of energy affect the agreement, we find better than
10% agreement between the cross sections at all energies where
we can make comparisons. Only the Mg sequence shows a
steady downward trend of the cross section with an increasing
number of electrons, but the total drop is only 10% so it is
difficult to make any conclusions. The remaining sequences
show no trend with the number of electrons. Note that we are
starting with the Li-like ions; if we also showed the cross section
for photoionization of the He-like ions, we would expect to see
differences since there is no inner shell.

Previous experiments and calculations for K-shell photoion-
ization were more concerned with high-energy behavior than the
detailed structure of the cross section near the K edge. These
results are generally in good agreement and have been charac-
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the present, R-matrix results, the dashed (blue) curve is from Verner & Yakovlev
(1995), and the boxes give the result from the experimental compilation of
Veigele (1973).
(A color version of this figure is available in the online journal.)

terized by the fits of Verner & Yakovlev (1995). We want to
compare our results with experiment, but measurements have
only been taken for neutral systems not calculated here. How-
ever, we can take advantage of the finding above and compare
our singly ionized results with the neutral measurements as a
test of the background. In Figure 4, we show our cross section
for Cl-like Ar compared to the photoabsorption cross sections
of neutral Ar given by Verner & Yakovlev (1995) and the fit to
experimental data by Veigele (1973). There is very good agree-
ment between the present results and Verner & Yakovlev (1995)
at all energies except at the K edge where resonances give an en-
hancement to the R-matrix results. The experimental data point
at the K edge seems to confirm this enhancement, although for
the other sequences the Veigele data at the K edge are in good
agreement with Verner & Yakovlev (1995). Except for the area
in the immediate vicinity of the K edge, there is similarly good
agreement between all three results for the other elements.

Our results are to be used in the xstar program (Bautista &
Kallman 2001) for modeling photoionized plasmas. To prepare
for this application, we convolve our data with a Gaussian and
extrapolate to high energies. As these calculations are focused
only on the resonance features near the K edge, the cross section
data from the Opacity Project (Seaton et al. 1994) are used for
the L-edge region. The two data sets are joined together by hand
at an energy between the L and K edges.

The energy-dependent width used for the convolution is
∆E/E = 10−3 which is representative of current detectors.
The accuracy of R-matrix calculations starts to degrade at high
energies depending on the number of continuum basis functions
included. When this happens, we start to see oscillations in
the cross section. Therefore, the calculations are carried out to
about 1.5 times the K edge and then extrapolated to 1100 Ry
(or 15 keV). The extrapolation assumes the asymptotic form
σ (E) = AE−p, where the parameters A and p are determined
by a least-squares fit to the last ∼100 points of the R-matrix
data. This method works well except for some weak partial
cross section data where we start to see oscillations. To prevent
unphysical extrapolation slopes, we enforce a lower limit of 8/3
on p (Cowan 1981). While the extrapolation is not as accurate
for these weak partials, it is not likely to affect modeling.

3
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Case of Study I: The Oxygen Controversy
Chandra HETG spectrum of the low-mass X-ray binary XTE J1817—330. The oxygen K-
band shows several features identified with ionized species.

XTE J1817-330 Chandra Spectrum

Spectral fit of the Chandra MEG observations of XTE J1817-330 in the oxygen
absorption region (21–25 Å) using a powerlaw*warmabs physical model.
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Javier Garćıa (Harvard-Smithsonian CfA) Oxygen Lines in X-rays MIT, June 2, 2016 10 / 31

XTE J1817—330

Gatuzz, JG+13



Case of Study I: The Oxygen Controversy
Chandra HETG spectrum of the low-mass X-ray binary XTE J1817—330. The oxygen K-
band shows several features identified with ionized species.

XTE J1817-330 Chandra Spectrum

Spectral fit of the Chandra MEG observations of XTE J1817-330 in the oxygen
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J. Garćıa (HEAD - CfA) Reverse Engineering Lab Astrophysics APIP, Oct 7th, 2013 14 / 23

Gatuzz, JG+13



Case of Study I: The Oxygen Controversy
Chandra HETG spectrum of the low-mass X-ray binary XTE J1817—330. The oxygen K-
band shows several features identified with ionized species.

XTE J1817-330 Chandra Spectrum

Spectral fit of the Chandra MEG observations of XTE J1817-330 in the oxygen
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Benchmarking Atomic Data: Oxygen

0.0

0.2

0.4

0.6

0.8

1.0

N
o
rm

a
liz

e
d

 c
o
u

n
ts

 s
-1

 Å
-1

XTE J1817-330

O
 I 

Kα

O
 II

 K
α

O
 II

I K
α

O
 I 

Kβ
O

 I 
Kγ

O
 I 

Kβ
O

 I 
Kγ

O
 II

 K
β

O
 II

 K
γ

O
 V

I K
α

O
 V

II 
Kα

-15

 0

 15

 21  21.5  22  22.5  23  23.5  24

χ2

Wavelength (Å)

Significant improvement
in the fit:
�2 = 1.77 ! 1.25

Shifts imply velocities
& 400 km/s, too large
for the ISM

O VI and O VII are fit-
ted with Gaussian pro-
files (intrinsic to the
source)

Spectral fit of the Chandra MEG observations of XTE J1817-330 in the oxygen absorption
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Shifts of ~33 mA for O I and 75 mA  O II, Ka different from the high-n resonances



Line Positions: Observations vs Lab Experiment
Resonance positions in disagreement with 
laboratory experiments  

O I shifts of ~580 meV
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Laboratory Measurements

Traditionally, fine tuning of theoretical calculations relies on experimental dataThe Astrophysical Journal Letters, 771:L8 (6pp), 2013 July 1 McLaughlin et al.
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Figure 2. Atomic oxygen photoabsorption cross sections taken at 124 meV
FWHM compared with theoretical estimates. The R-matrix calculations shown
are from the RMPS method (solid black line, present results) convoluted with
a Gaussian profile of 124 meV FWHM. Table 1 designates the resonances and
their properties.
(A color version of this figure is available in the online journal.)

the multi-configuration-Hartree–Fock (MCHF) atomic structure
code (Fischer 1991).

For the O(1s22s22p4 3P ) bound state we obtained 14.0344 eV
for the ionization potential using a triple electron promotion
model, the NIST experimental value is 13.61806 eV, a discrep-
ancy of ∼3% or 416 meV. A double electron promotion model
gave 13.82184 eV, a discrepancy of ∼1.5%, or 204 meV, yield-
ing closer agreement with the NIST tabulated value as the RMPS
approach provides more highly correlated wave functions. In
previous work, Gorczyca & McLaughlin (2000) obtained an
underestimate of the ionization potential ∼2.5%, or 338 meV
compared to experiment, due to limited correlation included.

In the collision calculations for atomic oxygen, 20 continuum
functions and a boundary radius of 7.27 Bohr radii was used.
Two- and three-electron promotion scattering models were
investigated giving similar results. The collision problem was
solved using an energy grid of 2 × 10−7 Ryd (≈2.72 µeV)
allowing detailed resolution of resonance features in the cross
sections.

The peaks found in the photoabsorption cross section spec-
trum were fitted to Fano profiles (Fano & Cooper 1968) in-
stead of the energy derivative of the eigenphase sum technique
(Quigley et al. 1998; Ballance et al. 1999). Theoretical values
for the natural line widths Γ (meV) are presented in Table 1 and
compared with current and previous ALS measurements (Stolte
et al. 1997) and with prior investigations.

4. RESULTS AND DISCUSSION

In the photon energy range (520–555 eV) explored, an intense
structure is observed in the cross section between 520 eV and
530 eV, from the strong 1s → 2p transition in the atomic
oxygen spectrum. Figure 2 shows our present experimental and
theoretical results for the photon energy range of 520–555 eV
illustrating all the additional 1s → np transitions (n � 3) in
the spectrum. Previous experimental measurements (Stolte et al.
1997) were actually measured at a photon energy resolution of
135 meV and not 182 meV, and current ALS measurements
are at 124 meV FWHM. Convolution of the RMPS theoretical
results with a Gaussian function of 124 meV FWHM was used
to compare directly with the ALS measurements. Resonances

observed in the experimental measurements were fitted with
Voigt profiles to determine the natural line widths using a
Gaussian function of 124 meV FWHM for each peak. The
photon energy was calibrated to an energy uncertainty of
approximately ±40 meV.

Previous measurements of Stolte and co-workers (Stolte et al.
1997) were re-analyzed with the present results. The measured
spectra for O+, O2+, and O3+ production were fitted with the
program WinXAS c© of Thorsten Ressler, Hamburg, Germany
(Ressler 1983) and its near edge X-ray absorption fitting rou-
tines. Due to an incomplete data set, previous measurements for
O3+ (Stolte et al. 1997) were not fitted. In previous measure-
ments (Stolte et al. 1997), a width of 231 meV was cited with a
resolution of 182 meV. On refitting the previous results (Stolte
et al. 1997) it was discovered that it was not possible to arrive
at a proper fit with a resolution of 3000. Current multi-function
fits, using Voigt and arctan functions, determined the resolution
to be 3800 ± 150 (≈135 ± 5 meV). The 1s2s22p4(4P e)6p and
1s2s22p4(2P e)6p states cannot be properly fitted, since they are
completely hidden.

Rydberg’s formula was used to determine the resonance
energies, given by,

εn = ε∞ − Z2

ν2
. (1)

Where, εn is the resonance transition energy, in Rydbergs, ε∞ the
ionization potential and the resonance series limit. The principal
quantum number n, the effective quantum number ν and the
quantum defect µ are related by ν = n − µ (Seaton 1983;
Hinojosa et al. 2012). Converting all quantities to eV, members
of the Rydberg series are represented by

En = E∞ − Z2R
(n − µ)2

. (2)

En is the resonance energy position, E∞ the ionization limit,
Z is the charge of the core (in this case, Z = 1), and R is
13.6057 eV (Seaton 1983; Hinojosa et al. 2012).

In Figure 2 we present the experimental cross section mea-
surements from the ALS taken at 4250 ± 400 (≈124 ± 12 meV)
resolution compared to our theoretical work. In the non-resonant
region, above the K edge, at 550 eV, theory gives a value of
0.560 Mb and the ALS experimental measured value is 0.559
Mb, a discrepancy of 0.03%. Figure 2 shows the excellent agree-
ment between theory and experiment over the entire energy
region and Figure 3(a) illustrates the RMPS results with the
central field approximation (Yeh 1993) results. Strong reso-
nance features near the K-edge present in the state-of-the-art
RMPS cross sections are absent from the central field cal-
culations. In Figure 3(b), un-convoluted, RMPS cross sec-
tions with the optical potential R-matrix results (Gorczyca
& McLaughlin 2000) are presented. Note that the discontinuity
(∼538 eV) in the optical potential R-matrix cross section results
absent from the RMPS calculations. Finally, Figure 4 compares
quantum defects µ obtained from the RMPS and the optical
potential methods (Gorczyca & McLaughlin 2000; Garcı́a et al.
2005) with experiment.

Table 1 presents our experimental and theoretical results, for
resonance energies, resonance strengths σ n$(MbeV), quantum
defects µ and natural line widths Γ (meV) with previous
theoretical and experimental work (Stolte et al. 1997; Petrini
& de Araújo 1994; Menzel et al. 1996; Saha 1994; Krause
1994). Table 1 includes the experimental values for the lifetime τ
expressed in femto-seconds (fs), determined via the uncertainty
principle (∆E∆t = h̄/2).

4

Two experiments almost identical
(Stolte+97, McLaughlin+13)

Remarkable agreement with R-matrix
calculation

Quoted energy accuracy of ⇠ 40 meV.

Energy calibration based on
the O2 Rydberg series
(Yagishita+94), and checked
with the Ar features (Shaw+82)

These are also experiments
with no quoted uncertainties

Uncertainty in the resonance
positions may be
underestimated

Javier Garćıa (Harvard-Smithsonian CfA) Oxygen Lines in X-rays MIT, June 2, 2016 15 / 31

McLaughling+13

McLalughlin+13: Gratings on Chandra 
and XMM need to be re-calibrated(!?)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition

Leutenegger+20: Simutaneous 
measurement of O VII and O2 

lines provides accurate absolute 
wavelength calibration
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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FIG. 3. Recalibration of the O2 soft x-ray absorption spectrum by simultaneously measuring K� (1s – 5p), K✏ (1s – 6p), and
K⇣ (1s – 7p) transitions in He-like N5+ as energy references. Positions of spectral features in O2 from the literature [22, 26]
(dashed red vertical markers), are compared with our measurements (full red vertical markers), clearly showing the energy o↵set
(see Tab. I). The 1s – 7p line was measured in two separate scans that are superimposed.

and resonant as well as non-resonant photorecombination
processes. A low beam current of only ⇠1.1mA reduces
the ion heating and associated Doppler broadening, as
originally shown by Beiersdorfer et al. [30], while high
currents could compromise the achievable resolution.

Fluorescence photons from the decay of photoexcited
ions were detected with two (one vertical, the other hori-
zontal) silicon drift detectors (SDDs) mounted side-on to
the photon beam axis. Photon events were recorded with
a multi-channel data acquisition (DAQ) system. Since
the photon beam was horizontally polarized, the signal
was stronger in the vertical detector for J = 0 – 1 transi-
tions [31]. This e↵ect is most pronounced for the 1s – 2p
transitions and decreases for 1s – np transitions with
higher principal quantum number n due to depolarization
e↵ects in alternate decay paths. The transition energy
does not depend on polarization.

Two meters downstream from PolarX-EBIT, a cell
continuously fed with O2 gas using a needle valve and
pumped down to keep a constant pressure of ⇠10�6 mbar
is installed (Fig. 1). A 30 nm SiN foil separated the vacua
of the gas cell and PolarX-EBIT. For detection of single
photoions produced by absorption of the soft x-rays in
the gas, we used a channeltron. Its electronic pulses were
amplified, pulse-height discriminated, and passed to the
DAQ system.

The photon energy is selected by rotations of the
monochromator plane grating and its ancillary mirror
that are measured with high resolution encoders. Regular
calibrations are needed because of thermal drifts in the
positions of beamline optical components, encoder errors,
and shifts in the x-ray source position caused by adjust-
ments to the storage ring orbit parameters. We slowly

scanned the photon energy across the ranges of interest;
at each position, our DAQ system recorded the grating
and mirror angles, nominal photon energy, counts from
SDDs and channeltrons, and storage ring current.

We show an example calibration scan of the 1s – 2p
transition of He-like O6+ in Fig. 2. Within a 15-minute-
long measurement, it achieved a statistical uncertainty
for the centroid position of 0.3meV, smaller than the
theoretical uncertainty of the transition energy and better
than 1 ppm in precision. We performed similar scans of
the 1s – np transitions of O6+ and N5+ up to n = 7.

Repeated scans displayed drifts of the photon energy
on the order of 50–300meV on timescales of several hours
to days. Even consecutive scans of the same line some-
times showed drifts of 10–40meV within 10minutes. We
also observed changes in the relative energy scales of re-
peated broad scans of the feature-rich molecular oxygen
Rydberg spectrum in the gas cell, even after introducing
a calibration shift to force agreement at a fixed energy.
We tentatively conclude that movements of the source
position in the undulator are the most likely reason for
short-timescale shifts, and that any calibration separated
in time by more than a few minutes from the target mea-
surement must include a systematic error of order tens of
meV.

We therefore simultaneously calibrated the O2 1s – ⇡⇤

transition and Rydberg series with the 1s – 5p, 1s – 6p,
and 1s – 7p transitions of N5+ in the same broad scans.
We used transition energies for N5+ from Yerokhin and
Surzhykov [32], which are calculated with techniques
[33, 34] that have been experimentally benchmarked to
1.5 ppm for 1s – 2p transitions in He-like Ar [35]. The
theoretical uncertainty for the 1s – 5p, 6p, 7p transition
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TABLE I. Energies measured for selected peaks in the O2

Rydberg series compared with measurements from Tanaka
et al. [26]. Peak labels and assignments are as in that work.

Peak Energy (eV) Assignment

This work T2008 Shift 4⌃� 2⌃�

s1 539.377(20) 538.95(4) 0.427 3s� ⌫=0

p1 540.641(20) 540.22(4) 0.421 3p⇡

s6 541.089(20) 540.67(4) 0.419 3p� ⌫=0

s7 541.313(20) 540.89(4) 0.423 3p� ⌫=1

s8 541.530(20) 541.09(4) 0.440 3p� ⌫=2

s12 542.249(6) 541.80(4) 0.449 4p� ⌫=0 3p0� ⌫=0

s13 542.459(12) 542.02(5) 0.439 4p� ⌫=1 3p0� ⌫=1

s14 542.683(20) 542.25(5) 0.433 4d�

energies is estimated to be 0.3meV [32]. Our recali-
brated spectra are shown in Fig. 3, together with best fit
peak positions and previously published reference posi-
tions [26] tracing their calibration to the original EELS
measurements[22, 23].
To get the best possible calibration for the strongest

feature (s12) in the O2 Rydberg series, we used the 1s – 7p
resonance of N5+, separated from it by only 158meV, with
a calculated energy of 542.09057(31) eV. The peaks appear
in the scan only 4minutes apart, avoiding systematic
shifts a↵ecting longer timescales. We derived a peak
energy of 542.249(6) eV, with an uncertainty of 5meV
from counting statistics on the N5+ 1s – 7p transition,
and an estimated 3meV systematic contribution from the
fits of neighboring peaks. We assign a larger uncertainty
to the nearest peak at 542.459(12) eV (s13) to account for
its greater sensitivity to the fit model of the dominant s12
peak. For all other peaks (Tab. I), we assign a uniform
systematic uncertainty of 20meV, reflecting possible time
drifts in the energy scale for features further away from
calibration lines.
Our result for peak s12 di↵ers by 0.449 eV from the

value that was originally measured by Hitchcock and Brion
[23] and that has been used as a standard in numerous
works [e.g., 26, 36, 37], including for atomic oxygen [17,
18]. We find similar shifts for the rest of the O2 Rydberg
series. However, the peak of the 1s – ⇡⇤ transition, which
is calibrated with respect to the N5+ 1s – 5p transition,
is measured to be 530.92(2) eV, which is shifted by only
0.12 eV from the value reported by Wight and Brion [22],
well within their quoted uncertainty of 0.2 eV. It is not
clear why the shift in the calibration of the O2 Rydberg
series is 0.33 eV larger, since Hitchcock and Brion [23]
referenced the Rydberg series against 1s – ⇡⇤. Part of
the di↵erence may be attributed to real shifts in the peak
energy due to temperature-dependent rovibrational peak
intensities in 1s – ⇡⇤, and part may be due to the quoted
0.1 eV uncertainties in peak locations.
We recalibrated the data set of McLaughlin et al. [18]

TABLE II. Recalibrated energies for atomic oxygen (in eV)
compared with previously published values.

Source 1s – 2p 1s – 3p 4P

This work 527.26(4) 541.645(12)

Gorczyca et al. [16] XMM, Mkn 421 527.28(5) 541.93(28)

Gorczyca et al. [16] Chandra 527.44(9) 541.72(18)

Gorczyca et al. [16] Chandra, shifted 527.26(9)

Liao et al. [38] Chandra, average 527.39(2)

McLaughlin et al. [18] ALS 526.79(4) 541.19(4)

using our measured energy for the strongest Rydberg peak
(s12) at 542.249(6) eV. The fitting uncertainty for this
peak was 7meV, yielding a net calibration uncertainty
of 9meV. We then performed a new fit of the nearby
1s – 3p 4P line of atomic oxygen, which had an 8meV fit
uncertainty, yielding a total uncertainty of 12meV. Fi-
nally, we fitted the 1s – 2p line of atomic oxygen, obtain-
ing a best fit value of 527.26(4) eV. Here the uncertainty
is dominated by scan-to-scan calibration shifts across the
14.4 eV separating 1s – 2p and 1s – 3p 4P .

Our recalibrated line energies for 1s – 2p and
1s – 3p 4P in neutral oxygen are much closer to previ-
ously published astrophysical values for neutral gas in
the intergalactic medium, as shown in Tab. II. Indepen-
dently from each other, Gorczyca et al. [16] and Liao
et al. [38] averaged Chandra spectra for multiple lines of
sight in the galaxy. Gorczyca et al. [16] also analyze a
high signal-to-noise XMM-Newton RGS spectrum of Mkn
421. The values listed in Table II remove the empirical
shift of 0.8mÅ applied by these authors. Our results for
1s – 2p disagree with the Chandra averages at the level of
⇠0.1 eV, corresponding to a velocity of ⇠60 km s�1, and
agree with the Mkn 421 value from the RGS. This may
reflect some combination of real astrophysical velocities
such as motion of the absorbers with respect to the Galac-
tic rotation, or residual calibration uncertainties. Indeed,
Gorczyca et al. [16] indicate that based on observations
of the O vii line [15], the Chandra K↵ energies might be
a↵ected by a ⇠9mÅ systematic error. Correcting for this
shift yields a line energy of 527.26(9) eV, fully consistent
with the laboratory value found here.

There is a growing need for reliable, easily reproducible
energy calibration references over the whole x-ray band at
modern high-flux radiation sources of steadily improving
resolution and stability. Advanced synchrotron-radiation
sources [e.g., 39] and free-electron lasers [40, 41] serve
many x-ray absorption and scattering applications in
biology, materials science, physical chemistry, as well
as condensed-matter, atomic and molecular physics [42].
Subtle chemical, isotopic and crystallographic x-ray ab-
sorption shifts are studied in a plethora of x-ray absorption
near-edge structure (XANES), extended as well as near-
edge x-ray absorption fine structure (EXAFS, NEXAFS)
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* Includes H, He, C, N, O, Ne, Mg, Si, S, Ar, Ca, Fe 
* Only neutrals, single and double ionized species (e.g., O I, O II, O III) 
* Fit for column densities of each ion (no ionization equilibrium)

ISMabs: An X-ray Interstellar Absorption Model

I (E )Obs = I (E )source exp (�⌧)
⌧ =

P
i
�i (E )Ni , where �i (E ): Photoelectric Cross Section

and Ni : Column Density of i�th ion.
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Other Compounds

S. T. Zeegers et al.: The silicon K-edge

Fig. 3. Fit of the Si K-edge of X-ray binary GX 5-1. The best fitting dust
mixture is shown by the yellow line (amorphous olivine, sample 8) and
the gray line (crystalline olivine dust, sample 1). The cold gas contribu-
tion is shown by the blue line and the total (cold gas and dust) by the
red line.

of counts per bin; therefore, we can use bins with a low count
rate in the spectral fitting. The best fit is given by the lowest
reduced C

2 value (Kaastra 2017). As an example, we show the
resulting best fit of GX 5-1 in Fig. 3. Here we show the contri-
bution of cold gas, and the two best fitting dust samples in the
mixture: sample 1 crystalline olivine contributing 11% and sam-
ple 7 amorphous olivine contributing 89% to the total column
density of silicon in dust. The other two samples in the mix do
not contribute significantly. The best fits of the sources in our
sample are described in Sect. 5.

In Fig. 4 the best fitting dust mixtures of all nine X-ray
binaries considered here are indicated by the green bars. On
the x-axis we show the numbers belonging to each dust sam-
ple (see Table 1). The y-axis indicates the relative contribution
of each of the dust sample in the fit with respect to the dust col-
umn density of silicon. The best fits represent one of the 1001
possible dust mixtures per source, and it is useful to take the
performance of the other dust mixtures into account before dis-
cussing the results. Therefore, an insightful way to study whether
a certain dust mixture fits the edge well is by showing how much
a dust mixture deviates from the best fitting mixture. Each of
the 1001 possible dust mixtures is represented in Fig. 4 by a
set of four circles of the same color, i.e., the number of dust
samples per fit. The position of the filled circles on the y-axis
shows the contribution of the dust sample to the fit. The colors
of the filled circles correspond to the 1, 2, and 3 � deviations
of a dust mixture from the best fit, as shown in the legend of
Fig. 4.

In the ideal case, the dust samples that correspond with the
best fit will also be represented in the results of similar dust mix-
tures. In the case of GX 5-1 for instance, the best fit consists of
two dust samples, leaving two options open, which in the case
of the best fit does not contribute significantly. This means that
out of the 1001 possibilities, there are 91 similar mixtures, as can
be seen in Fig. 4 by the dominant selection of samples 1 and 7.
When the best fit is unique, we expect a clustering of the similar
mixtures around the best fit. This effect can be observed in the

frame of GX 13+1 in Fig. 4 for sample 7, and to a lesser degree
in GX 5-1 for samples 1 and 7.

If the data are of good quality (i.e., with high S/N), which is
the case for six out of the nine X-ray binaries, it becomes possible
to observe a preference in the fits for certain dust samples. This
is especially evident in GX 5-1, GX 17+2, and GX 13+1. When
the quality of the data declines, it allows almost every type of
dust to be fitted equally well. This effect can be observed in the
observations of 4U 1702-49, GRS 1758-258, and 4U 1728-34.
Therefore, we will not use these sources in the discussion of the
dust composition. The implications of Fig. 4 will be discussed in
Sect. 5.1.

4.3. Silicon abundances and depletion

The silicon K-edge allows the possibility of evaluating silicon
in both gas and dust simultaneously. Consequently, this allows a
study of the abundance and depletion of silicon on the nine dif-
ferent lines of sight towards the X-ray binaries. Table 3 gives the
silicon column density (N tot), depletion, total silicon abundance
(ASi), and abundance of silicon in dust (Adust

Si ). Finally, ASi/A�
shows the deviation from the solar abundance of silicon. The
allowed depletion ranges used in the fits are based upon values
from Jenkins (2009). The ranges are given in Table 4. Since we
fit only one edge using dust models, we need to constrain the
other elements within reasonable boundaries. For the edges for
which we do not have dust features, we use gas absorption-like
profiles in the SPEX model.

5. Discussion
5.1. Dust composition toward the Galactic center

The results of the fits of the nine X-ray binaries are summarized
in Fig. 4. Since this figure contains information about the crys-
tallinity, the mineralogy, and the ratio of iron to magnesium, we
discuss each of the properties of the dust separately. We also
focus on the results of the fits of GX 5-1, GX 13+1, and GX 17+2;
for these sources the quality of the data in terms of signal-to-
noise ratio around the Si K-edge is the best with respect to the
other sources.

5.1.1. Crystallinity

From the fits of all the X-ray binaries we observe that crystalline
dust models can be fitted to the Si K-edge. We calculate the
ratio of crystalline versus amorphous dust (⇣1). The ratio here
is defined as ⇣1 = crystalline dust/(crystalline dust + amorphous
dust). Examining the best fitting dust mixture of GX 5-1, we
find a value of ⇣1 = 0.12, and when considering the errors we
find an upper limit on the crystallinity of ⇣1 < 0.29. GX 13+1
can be analyzed in the same way. Here the obtained ratio of
⇣1 is ⇣1 = 0.07, with an upper limit of ⇣1 < 0.35. For GX 17+2
we find the lowest crystallinity value of ⇣1 = 0.04 and an upper
limit of ⇣1 < 0.17. The other sources in the analysis, focussing on
4U 1630-47, GX 340+00, and 4U 1705-44, show a similar result,
although the errors on the dust measurements increase because
of the data quality.

As seen above and despite the errors, the X-ray binaries
with the best signal-to-noise ratios are best fit by a mixture of
mainly amorphous dust and a contribution of crystalline dust
which varies in the range ⇣1 = 0.04–0.12. These amounts of crys-
talline dust are large in comparison with results from the infrared
(Sect. 1). One explanation may be that we are observing special
lines of sight with freshly produced crystalline dust grains that
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Si K-edgeD. Rogantini et al.: Magnesium and Si K-edges of GX 3+1

Fig. 5. Top panel: magnesium and silicon K-edges of GX 3+1. The HEG and MEG data are shown in light and dark grey, respectively. We do not
consider MEG data for the Si K-edge because of the pile-up contamination. We fit the two edges using models with different grain size distributions:
MRN models only in green, LMRN models only in blue, and both MRN and LMRN models in red. Bottom panel: we show the residuals defined
as (observed-model)/error of the best fit obtained using MRN and LMRN models. The HEG and MEG data are shown in light and dark red,
respectively. The data are stacked and binned for display purposes.

Table 3. Dust and gas column densities obtained by fitting the Mg and
Si K-edges.

MRN LMRN MRN + LMRN Units

N1
c-quartz a-enstatite a-quartzMRN

1017 cm�2

<0.4 1.9 ± 0.8 1.1 ± 0.2

N2
a-quartz c-fayalite a-olivineMRN

2.7+0.6
�0.2 1.7 ± 0.5 3.6 ± 0.3

N3
magnesia a-olivine c-fayaliteLMRN

1.4+0.8
�0.3 2.7+0.6

�0.1 1.3 ± 0.3

N4
a-olivine c-en60fs40 a-olivineLMRN

5.7+0.1
�0.2 <0.2 2.3 ± 0.3

NO 0.9 ± 0.2 1.2 ± 0.5 0.8 ± 0.1 1019 cm�2

NMg <0.2 2.4 ± 0.3 0.7 ± 0.3 1017 cm�2

NSi <0.9 3.7 ± 0.3 0.6 ± 0.5 1017 cm�2

NFe <2.8 <2.0 0.2+2.0
�0.1 1016 cm�2

Cstat 28 199 28 182 28 129
d.o.f. 27 207 27 207 27 207

Notes. We use the abbreviations c- for crystalline and a- for amorphous.

The mixture of standard and large MRN grains gives the best
representation of the Mg and Si K-edges. The parameter values
for the LMRN + MRN, MRN, and LMRN models with their sta-
tistical errors are summarised in Table 3. For clarity we divided
the table into blocks. In the upper block of the table N1�4 indicate
the column density of each dust species present in the model in
units of 1017 cm�2. In the second block we list the gaseous phase
column density of each element of interest (NX).

We summarise, in Table 4, the depletion values and total
abundances for oxygen, magnesium, silicon, and iron. The abun-
dances are calculated considering the total amount of atoms in
both the gas and solid phases and these are compared with the
solar abundances from Lodders (2010).

3.5. Evaluating the goodness of fit

Considering all the models calculated using both MRN and
LMRN size distributions, we obtained 27 405 models (from
Eq. (1)). The C-statistics values representative of different dust
mixtures can be similar. Since our candidate models are not-
nested and with same number of free parameters, the standard
model comparison tests (e.g. the �2 goodness-of-fit test, the max-
imum likelihood ratio test, and the F-test) cannot be used to
evaluate the significance of the models (Protassov et al. 2002).
The Aikake Information Criterion (AIC)8 represents an elegant
estimator of the relative quality of not-nested models without
relying on time-consuming Monte Carlo simulations (Akaike
1974, 1998). The AIC value of a model is defined as

AIC = 2k � 2 ln(Lmax), (2)

where k is the number of fitted parameters of the model and
Lmax maximum likelihood value. Recalling the relation Cstat =
�2 lnL (Cash 1979) the relation between C-statistic and AIC is
clear.

In our work it is not the absolute size of the AIC value,
but rather the difference between AIC values (�AIC), that is

8 AIC is founded in information theory. We refer to Liddle (2007)
and Ranalli et al. (2018) for a extensive introduction to the informative
criteria from an astrophysics viewpoint.
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Fig. 5. Top panel: magnesium and silicon K-edges of GX 3+1. The HEG and MEG data are shown in light and dark grey, respectively. We do not
consider MEG data for the Si K-edge because of the pile-up contamination. We fit the two edges using models with different grain size distributions:
MRN models only in green, LMRN models only in blue, and both MRN and LMRN models in red. Bottom panel: we show the residuals defined
as (observed-model)/error of the best fit obtained using MRN and LMRN models. The HEG and MEG data are shown in light and dark red,
respectively. The data are stacked and binned for display purposes.

Table 3. Dust and gas column densities obtained by fitting the Mg and
Si K-edges.

MRN LMRN MRN + LMRN Units

N1
c-quartz a-enstatite a-quartzMRN

1017 cm�2

<0.4 1.9 ± 0.8 1.1 ± 0.2

N2
a-quartz c-fayalite a-olivineMRN

2.7+0.6
�0.2 1.7 ± 0.5 3.6 ± 0.3

N3
magnesia a-olivine c-fayaliteLMRN

1.4+0.8
�0.3 2.7+0.6

�0.1 1.3 ± 0.3

N4
a-olivine c-en60fs40 a-olivineLMRN

5.7+0.1
�0.2 <0.2 2.3 ± 0.3

NO 0.9 ± 0.2 1.2 ± 0.5 0.8 ± 0.1 1019 cm�2

NMg <0.2 2.4 ± 0.3 0.7 ± 0.3 1017 cm�2

NSi <0.9 3.7 ± 0.3 0.6 ± 0.5 1017 cm�2

NFe <2.8 <2.0 0.2+2.0
�0.1 1016 cm�2

Cstat 28 199 28 182 28 129
d.o.f. 27 207 27 207 27 207

Notes. We use the abbreviations c- for crystalline and a- for amorphous.

The mixture of standard and large MRN grains gives the best
representation of the Mg and Si K-edges. The parameter values
for the LMRN + MRN, MRN, and LMRN models with their sta-
tistical errors are summarised in Table 3. For clarity we divided
the table into blocks. In the upper block of the table N1�4 indicate
the column density of each dust species present in the model in
units of 1017 cm�2. In the second block we list the gaseous phase
column density of each element of interest (NX).

We summarise, in Table 4, the depletion values and total
abundances for oxygen, magnesium, silicon, and iron. The abun-
dances are calculated considering the total amount of atoms in
both the gas and solid phases and these are compared with the
solar abundances from Lodders (2010).

3.5. Evaluating the goodness of fit

Considering all the models calculated using both MRN and
LMRN size distributions, we obtained 27 405 models (from
Eq. (1)). The C-statistics values representative of different dust
mixtures can be similar. Since our candidate models are not-
nested and with same number of free parameters, the standard
model comparison tests (e.g. the �2 goodness-of-fit test, the max-
imum likelihood ratio test, and the F-test) cannot be used to
evaluate the significance of the models (Protassov et al. 2002).
The Aikake Information Criterion (AIC)8 represents an elegant
estimator of the relative quality of not-nested models without
relying on time-consuming Monte Carlo simulations (Akaike
1974, 1998). The AIC value of a model is defined as

AIC = 2k � 2 ln(Lmax), (2)

where k is the number of fitted parameters of the model and
Lmax maximum likelihood value. Recalling the relation Cstat =
�2 lnL (Cash 1979) the relation between C-statistic and AIC is
clear.

In our work it is not the absolute size of the AIC value,
but rather the difference between AIC values (�AIC), that is

8 AIC is founded in information theory. We refer to Liddle (2007)
and Ranalli et al. (2018) for a extensive introduction to the informative
criteria from an astrophysics viewpoint.
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Fig. 8. Simulated transmission for a mixture of gas (10%) plus a dom-
inant dust component: iron gas (black), metallic iron (red), and pyrox-
ene En60Fs40 in both amorphous (green) and crystalline (blue) form.
We set a solar abundance and we also simulate the transmission of
pure iron gas (black) as a reference. The red shadow represents the
noise for the iron metallic model. Top: simulation with Chandra-HETG.
Middle: simulation with the XARM-SXS microcalorimeter (see also
Paerels et al. 2014). Bottom: simulation with Athena-XIFU (see also
Decourchelle et al. 2013).

Extreme conditions are required to observe the iron absorption
features: i) a very high hydrogen column density >6⇥1022 cm�2

and ii) a bright background X-ray source with a 2�10 keV flux
>1 ⇥ 10�9 erg cm�2 s�1.

In order to test and compare the sensitivity of the present
Chandra transmission grating and the future XARM and Athena

microcalorimeters we simulate the response of these instru-
ments under optimised conditions to study the Fe K-edge
for a reasonable exposure time. We simulate an outbursting
X-ray source near the Galactic centre (here SAXJ1747.0-2853,
in’t Zand et al. 2004) with a 2�10 keV flux 3⇥10�9 erg cm�2 s�1

and NH = 8.5 ⇥ 1022 cm�2. In this simulation we considered
a mixture of gas (15%) and one dominant dust component in
amorphous or crystalline form (either Mg0.6Fe0.4Si3 or metallic
Fe) with the standard MRN dust size distribution. The total Fe
abundance has been set to proto-solar (Lodders 2010).

As shown in Fig. 8, the resolving power of Chandra-HETG
is not enough to detect any dust features in the Fe K region. It
will be possible to distinguish the iron silicate present in the dust
with XARM-SXS because the silicate peak at ⇠7130 eV can be
easily detected. However, only the resolving power of Athena-
XIFU is able to detect the secondary features and then identify
the di↵erent compound with enough accuracy.

5.3. Chemistry, depletion, and abundances

Here we test the sensitivity of the X-IFU to both depletion and
abundances of iron. We consider a mixture of iron silicates, sul-
fides, and metallic iron (50%, 40%, and 10%, respectively, of the
total amount of iron included in dust). To develop the simulation
we take into account the same source presented in the previous
section.

Iron is heavily embedded in dust and its depletion fac-
tor ranges between 0.90 and 0.99 (Savage & Sembach 1996;
Jenkins 2009). In Fig. 9a we present the transmission expected
for the limit values of the depletion range. The two curves do
not change significantly. The data errors overlap for almost the
entire the edge region and this would complicate the calculation
of the percentage of iron present in the solid and gaseous phase.

The iron abundance in the innermost Galactic disc regions
is well above solar ([Fe/H] ⇠ 0.4, Pedicelli et al. 2009), while
in the outer disc it is significantly more metal-poor ([Fe/H] ⇠
�0.2/�0.5, Lemasle et al. 2008). Figure 9b compares the trans-
mission with solar abundance to the transmission with over-solar
iron abundance for a source near the Galaxy centre. We fix the
depletion factor to 0.99. To calculate the abundance of iron for
a region located at 7.5 kpc away from the Earth and 1 kpc away
from the Galactic centre we consider the iron gradient presented
by Genovali et al. (2014). The simulations show a detectable dif-
ference especially in the depth of the Fe K-edge, which is larger
for over-solar metallicities.

5.4. Grain size

In Sect. 4 we see how the pre-edge shape is sensitive to the dust
size. Here we test the capability of Athena to investigate the
expected grain size in the most dense region of the Galaxy. In
Fig. 10 we present the results of the simulation for the two size
ranges. The population of grains with sizes ranging between 0.02
and 1 µm shows a pronounced scattering peak in the pre-edge
region. Consequently with Athena-XIFU we will be able to dis-
tinguish the peak and asses the presence a population of large
grains along the line of sight.

6. Conclusion

In this paper we present the laboratory measurements of silicates
in amorphous and crystalline forms and iron sulfides that we car-
ried out at the synchrotron facilities in transmission geometry. In
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Case II: The Perseus Cluster with Hitomi

Astro2020 White Paper Laboratory Astrophysics for X-ray Spectroscopy

Spectroscopic observations in the X-ray band hold keys to exciting new discoveries about
the origin and nature of the universe. In the past decade, thanks to high-resolution spec-
trometers onboard missions like Chandra [1], XMM-Newton [2], and Hitomi [3], we have
advanced our understanding of plasma cooling at the centers of galaxy clusters [4], measured
the first high-resolution spectra of active galactic nuclei (AGN) winds [5, 6], and learned
that the core region of the Perseus cluster of galaxies, often expected to be turbulent, is
surprisingly calm [7]. These studies, along with hundreds of others made possible by current
and past X-ray spectroscopy missions, push the boundaries of our understanding of galaxy
formation, galaxy evolution, and cosmology.

While this work has been groundbreak-
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Figure 1: The He-like line “triplet” is often used
as an electron density and temperature diag-
nostic in the X-ray regime, but relevant plasma
models can disagree at the 10% level both with
each other and the data. The observed lower
flux of the “w” line may be due to resonant scat-
tering or, at least in part, to inaccurate models.

ing, our ability to extend our knowledge
further is, in many cases, limited by the ca-
pabilities of the spectrometers on our best
current missions. High-resolution measure-
ments by the dispersive grating spectrom-
eters on Chandra and XMM-Newton (R⇠200–
1000) are limited to point—or only slightly
extended—sources, thus excluding targets
such as galaxy clusters and entire super-
nova remnants. The CCD detectors on
Chandra and XMM only deliver moderate
resolving power (R⇠50). As a result, many
grand questions remain unsolved, such as:
how did large scale baryonic structures form,
and how do they evolve? How do black
holes accrete and generate energetic winds
and outflows, and how do they impact their
surrounding environments?

With future missions like XRISM [8]
and Athena [9, 10], which will be equipped with high-resolution, non-dispersive micro-
calorimeter imaging spectrometers with R⇠850 (XRISM ) and R⇠2400 (Athena), we are
finally poised to answer these questions. But we risk limiting the full scientific potential of
these missions: we currently lack an adequate understanding of many atomic pro-
cesses behind the spectral features we will soon measure. The field of laboratory
astrophysics, which comprises both theoretical and experimental studies of the
underlying physics behind observable astrophysical processes, is thus central to
the success of these missions. In this White Paper, we highlight several science drivers
for these future missions and identify specific laboratory astrophysics improvements required
to address them.

Science Driver: AGN accretion, outflows, and feedback
Correlations between central black hole masses and host galaxy properties indicate that black
holes and galaxies co-evolve through accretion and feedback [11, 12]. A possible scenario is
that AGN-driven winds overheat or sweep away the interstellar medium (ISM) from the
galaxy bulge, quenching star formation and the AGN itself due to the lack of fuel for accre-

1

•Analysis with different plasma codes 
gives statistically acceptable fits  

•16% difference in Fe abundance 
between SPEX and APEC  

•Reason: Different collisional excitation 
and dielectronic recombination rates 

Hitomi Collaboration+18



Atomic Data Uncertainties

Code comparison: AtomDB & SPEX

Mernier et al. (2020) 6

Mernier+20

Database Comparison Approach

Psaradaki+20

Sources of atomic data:  
XSTAR—-García+05 
SPEX—-Kaastra+18

Model Comparison Approach
A&A 596, A65 (2016)
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Fig. 3. Electron temperature T of a PIE plasma as a function of the
pressure form of the ionisation parameter ⌅. The curves are calculated
using the Cloudy, SPEX, and XSTAR photoionisation codes, shown in
blue, red, and green, respectively. The calculations are carried out for
the four di↵erent SEDs of Fig. 1: AGN1 (top panel in solid line), AGN2
(top panel in dashed line), PL (bottom panel in solid line), and BB (bot-

tom panel in dashed line).

it is clear that the EUV/soft X-ray obscuration has a signifi-
cant impact on the ionisation balance and thermal stability of
the plasma, and produces a more extended unstable branch. For
each SED case, the predicted unstable branches from Cloudy,
SPEX, and XSTAR are similar.

4. Physical processes in photoionised plasmas

Figures 4 and 5 show how di↵erent heating and cooling pro-
cesses contribute to the total heating and cooling in a PIE plasma.
They are derived from our computations using the SPEX pion
model for each SED case. They allow us to understand how each
process acts under di↵erent ionising SEDs, which leads to a dif-
ferent ionisation balance solution. The percentages reported be-
low in our examination of the results, correspond to the fractional
contribution by each process to the total heating or cooling rate
over the specified ⇠ range.

4.1. Heating processes

From the results of Fig. 4 we calculated the average heating rate
for each process between 1.0  log ⇠  3.0, which is the most
relevant ionisation range. We find for all four SED cases, the
heating by photo-electrons is the most dominant heating pro-
cess. For both AGN1 and AGN2 SEDs, the heating processes
from strongest to weakest are: (1) photo-electrons; (2) Compton
scattering; (3) Auger electrons; and (4) Compton ionisation. For
the AGN1 SED, the fractional contribution of these processes to
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Fig. 4. Heating rate in a PIE plasma as a function of ionisation parameter
⇠ for the AGN1 and AGN2 SEDs (top panel), and the PL and BB SEDs
(bottom panel). The curves corresponding to AGN1 and PL are shown
in solid lines, and those corresponding to AGN2 and BB are indicated
with dashed lines. For each case, the total heating rate is shown in black,
and the contributions from individual processes are shown in the same
colours as their corresponding labels.

the total heating rate is 72.1%, 17.7%, 10.2%, and 0.05%, re-
spectively. For the AGN2 SED, although the order is the same,
the values are di↵erent. In this case, heating by photo-electrons
is lower at 49.7%, while heating by Compton scattering is higher
at 38.9%. For AGN2, heating by Auger electrons and Compton
ionisation are only slightly higher than in AGN1 with values of
11.3% and 0.09%, respectively. These di↵erences arise from the
significant suppression of EUV/soft X-ray part of the SED in
AGN2 relative to AGN1 (see Fig. 1).

For the PL SED, the strength of the processes are similar to
those of AGN1: 79.1% for photo-electrons, 9.5% for Compton
scattering, 11.4% for Auger electrons, and 0.02% for Compton
ionisation. For the BB SED, the heating rates of the processes are
rather di↵erent. Heating by photo-electrons strongly dominates
at 99.8%, while strengths of the other processes are very small
at 0.1% for Auger electrons, 0.05% for Compton scattering, and
almost zero for Compton ionisation.

Apart from the aforementioned heating processes, the SPEX
pion model also takes heating by free-free absorption into ac-
count. However, the contribution of this process to the total
heating rate is minute and below the displayed range of Fig. 4.
For 1.0  log ⇠  3.0, the average heating rate by free-free
absorption is 9.5 ⇥ 10�9% at its lowest point for the BB SED
and 6.5 ⇥ 10�4% at its highest point for the PL SED.
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Atomic Data Uncertainties
Atomic data uncertainties - Monte Carlo approach
                      Oxygen                                                                       Iron

Heuer, Foster & Smith (2021) 7

Atomic data uncertainties - Monte Carlo approach

O VII R ratio with a ±15% 
uncertainty on the DE rates and 
A-values of the forbidden, 
resonance, and inter- 
combination lines

Foster & Heuer (2020)
8

Heuer, Foster+Smith21Foster+Heuer20

Monte Carlo Approach

O VII R ratio with a ±15% uncertainty on the DE rates and A-values 
of the forbidden, resonance, and inter- combination lines  



Atomic Data Uncertainties
Atomic data uncertainties - Data-driven approach

Simulated XRISM spectrum for 1 keV 
CIE plasma

Derived uncertainties:

3-7% on emission measure

1-2% on temperature

4-7% on O and Fe abundance

Gu et al. (2022) 10

Atomic data uncertainties - Data-driven approach

Q: Can uncertainties in atomic data 
account for statistically unacceptable fit?

A: To some extent, but not entirely!

Ballhausen et al. (subm.) 11

Data Driven Approach

Gu+22

Ballhausen+23

Simulated spectra for a CIE plasma 

Derived systematic uncertainties in 
temperature, abundances, and line emission

Good: Atomic data 
uncertainties can 
account for some of 
the fit deficiencies, but 
not entirely! 

Bad: the statistical 
treatment is not trivial



Final Remarks

Laboratory astrophysics plays a fundamental role in the study of astrophysical 
sources and thus needs to be considered with care 

• The higher the resolution and/or signal, the larger is the pain! Atomic data 
uncertainties can be important (10’s %), and still not fully understood 

• Be mindful of your limitations regarding model and data: with great data 
comes great responsibility. Spectral models are highly complex and need to be 
used in the way they are intended 

• The ultimate goal is to understand the physics, not just to have a good fit! 

=> Talk to your Lab Astro or Atomic Physicist of trust, they will help you!



Other Resources

* Ralf Ballhausen’s talk from the 1st XRISM Workshop (2023) 

* Randall Smith’s online slides on spectral codes 

* NIST website 

* AtomDB 

* UADB


